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1 Technology Portfolio Overview
The technology portfolio overview is a snapshot of the technologies deemed to be important for the agency’s future space communication system.  The information presented here draws from over a year of work done by the Space Communication Architecture Working Group and its Technology Assessment Team. Much of the technology included in portfolio is valid for any of the mission directorates.  However, there is an emphasis in this report on the Science Mission Directorate while the other space mission directorate’s needs are included.  This section begins with a description of the Communications and Navigation Architecture as a context in which to consider the technologies. The beginning of Section 1.1 describes the architecture, while the remaining portion introduces the technology which enables the C&N architecture.
Section 2 will provide detail on the following technologies: optical communications, uplink arraying, spacecraft RF technology, programmable communications systems (software defined radio), navigation, and plug and play interoperability. Section 3 gives additional background on the capability roadmap process, the relationship between communication and navigation to other strategic roadmap activities. Section 4 concludes the portfolio with summary and recommendations.
1.1 The Communications and Navigation Architecture and Technology
The space communication and navigation capability will fully enable evolution of the exploration and science programs. By providing connectivity to surface exploration and science vehicles and spacecraft, this capability ensures safe and productive mission operations.  

The communications and navigation (C&N) capability is an existing capability that serves today’s missions. The roadmap for continuation of this capability originates at this current state and evolves into the future. This evolution, required to meet the expanding needs of the exploration and science programs, involves the development of both architectures and enabling technology. The capability described in this report is based upon the strategic roadmap development which will continue to evolve as exploration and science missions evolve.

The top-level, 2030 C&N architecture, as pictured in Figure 1.1‑1, is a highly adaptable network of networks that will rely on the modularity of relay satellite constellations, the flexibility of technology such as programmable communications systems, and an interoperable framework of overlapping spectrum, security, protocols and network architectures that will enable plug-and-play additions. 
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Figure 1.1‑1 – Vision for the Communications and Navigation Architecture ~2030

The communications and navigation architecture is a service-based infrastructure, providing command, telemetry, data return and forwarding, emergency services, and connecting astronauts to each other and to mission control. These activities are performed throughout the life phases of any mission being supported; service extends from launch, Earth orbit, transit, at the Moon and Mars, and to other parts of the Solar System. The technology areas reviewed in this portfolio enable and or enhance support across these missions. An example of technology areas mapping to corresponding communications and navigation support areas is shown in Table 1.1‑1. 
Table 1.1‑1 Technology Relationship to Comm and Nav Capability Support Areas

	Capability Support Areas
	Technology Areas

	
	Optical Comm
	Uplink Arraying
	Spacecraft RF 
	Programmable Comm Systems
	Navigation
	Plug and Play Interoperability

	Launch
	
	
	X
	X
	X
	

	Earth Orbit
	
	
	X
	X
	X
	X

	Transit
	X
	X
	X
	X
	X
	X

	Lunar
	X
	
	X
	X
	X
	X

	Mars
	X
	X
	X
	X
	X
	X

	Solar System and Beyond
	X
	X
	X
	X
	X
	X


1.2 Benefits and Traceability

Assessment of Existing Communication Capability 

The SCAWG has studied the Agency Vision and the White House direction for science and exploration. Based on the support requirements for future missions and a review of the current comm & nav capability the following is an assessment of space communications deficiencies and challenges to maintain present capabilities:
· No lunar far side communications & navigation capability exists
· Limited lunar pole & limb area C&N coverage

· Existing Earth-based relay (TDRSS) will suffer attrition over next few years if not replenished and will lose the ability to provide global coverage 
· Existing security issues must be addressed in the architecture 

· Option to include international spacecraft limited by lack of spectrum, protocol, network agreement for Moon/Mars 

· Large aperture Deep Space Network (DSN) antennas (26m, 34m, 70m) aging & must be maintained / replaced over next few years

· Limited deep space comm data rates and numbers of connections

· Limited precision deep space navigation capability 

· Space-based range capability does not meet requirements of US Space Transportation Policy

The technology exists to enable several of these needs. However, the last four items require technology development, as discussed in Section 2. Technology can enhance many other areas; mass, size and power savings for spacecraft, and increased functionality, enhanced emergency support, and increased public awareness. The exploration vision cannot be fulfilled without the support of the public; the C&N architecture must provide the powerful link between the public and their exploration and science investment. This means that the architecture must evolve and utilize technology that will enable ‘virtual presence’, e.g. stereo High Definition Television (HDTV) and IMAX capability. 

1.3 Assumptions, Qualifications, Legacy Activities

Roadmap Development Strategy

The development of the C&N capability hinges on a set of initial assumed requirements. These requirements will change as the exploration and science programs mature. As a result the roadmap must accommodate decisions being built into the exploration plan, and the overall architecture approach must emphasize flexibility and evolvability to meet evolving needs and requirements. Initial focus has been on architecture and technology to meet near term budgetary action.

Assumed Top Level Requirements
The following assumptions were used in the development of this Roadmap:

· Space-based range – space-based relay telemetry from launch vehicles, command destruct, and redundant telemetry paths

· Deep Space Science –  high rate data communication for supporting multi-Megabit/sec data rates from spacecraft to Earth networks  

· Earth Science – high rate data communication for supporting multi-Gigabit/sec data rates from spacecraft to ground networks 

· Human space flight in LEO during Constellation Configuration – continuous communications with all vehicles and crew, coverage for multiple vehicles, comm services for configuration assembly, re-entry communications, comm for telemetry and crew voice on ocean surface

· Robotic missions to the far side of the Moon – comm during all critical events and systems out of view of Earth-based antennas

· Crewed lunar mission support – continuous comm for vehicles and crew, coverage over the back side of the Moon for critical events and human surface operations, voice and data services between elements over the poles, as well as to and from Earth

· Robotic missions to Mars – connectivity during critical events and to vehicles and probes on Mars surface and in orbit
· Crewed Mars missions – continuous connectivity to support surface operations

Assumed Data Rates

Data rates will be major drivers for the C&N architecture as it evolves to meet the exploration and science mission needs. Currently, data rates are assumed based on assumed activities at various destinations in conjunction with characteristic data rates for typical data types. Example data types include High Definition Television (HDTV), Hyperspectral imaging, and audio. An example data rates scenario is shown in Table 1.3‑1. (NRT = near-real-time) 

Table 1.3‑1 Notional Data Rates for Various Services
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Legacy Studies

The BEACON study for a Unified Communications Architecture was aimed at producing a unified data services communication and navigation architecture. It included an assessment of requirements, architecture alternatives, operations concepts, and development of roadmaps that would provide the logical steps for implementation.

The Deep Space Mission System (DSMS) roadmap describes the future characteristics of deep space missions and how DSMS plans to meet the challenges that will arise. The roadmap provides guidance in the following areas: research and technology development across NASA mission offices that are involved with deep space exploration; major investment decisions that will be made over the next 25 years; and mission designers as to new and enhanced capabilities of the DSN.
1.4 Key Architecture and Strategic Decisions

Since the C&N systems must be in place ahead of exploration and science events, it is essential that a supporting architecture be established in the near term. This architecture must begin with the present systems and evolve slightly ahead of the Exploration & Science Program evolution. The crucial information needed by the SCAWG to develop the needed C&N architecture can be summarized in three basic questions:

· Where are we going? The answer drives the architecture coverage capabilities to assure that there is adequate communication support at the locations of scientific and exploration activity.

· When are we going? The schedule is a key consideration in determining the evolution path for the communication architecture.

· What will we be doing when we get there? An understanding of the activities to be conducted at the destination allows us to determine the types of data to be sent, their sources and destinations, and approximate requirements on data rate and the numbers of simultaneous connections required.

These basic questions, in addition to others, must be resolved. Key architecture and strategic decisions, listed in Table 1.4‑1, were noted during the initial roadmapping activity as top level questions that will help validate the C&N architecture requirements assumed to this point.  
Table 1.4‑1 Key Architecture Decisions and Impact on Capability
	
	Key Architecture/Strategic Decisions
	Date Decision is Needed
	Impact of Decision on Capability

	1.
	Is coverage with communications connection needed for all critical maneuvers as required by Mars Program Independent Assessment Team Report (3/2000)?
	2005
	Determines critical decisions on Earth Relay and Ka-Band antenna array needed to support Earth orbit of CEV and lunar backside burn.

	2.
	Is continuous available communications connection necessary for crewed vehicles?
	2005
	Determines critical decisions on Earth Relay near earth network and lunar array needed to support Earth orbit of CEV and lunar backside burn.

	3.
	What will be the extent of development of Space Based Range as required by US Space Transportation Policy (12/2004)?  
	2005
	Determines required decisions on Earth Relay and near earth network needed to support Space Based Range capability.  

	4.
	What is the location of human Lunar landing: far side limb area or potential interest area as referenced by The Vision for Space Exploration (2/2004)?
	2012
	Defines communications and navigation capability that may require a lunar relay system.   

	5.
	Is connectivity during surface operations supporting over-the-horizon communications between individual units or crew members required?
	2007 for lunar;

2012 for Mars
	Lack of robust local network at lunar exploration site would constrain exploration operations.

Lack of robust local network at Mars exploration site would constrain exploration operations.



	6.
	Is sufficient bandwidth available to meet increasing requirements contained within roadmaps; for example, lunar and Mars strategic roadmaps?  Reference the President’s Commission on

Implementation of United States Space Exploration Policy (6/2004)


	2010
	Low data rates would constrain exploration activities at the moon and Mars.

	7.
	What are the precision landing and navigation requirements for Lunar and Mars missions?
	2007 for lunar;

2012 for Mars
	Appropriate navigation capability will not be in place to enable precision asset placement.


1.5 Major Technical Challenges

The unifying challenge in the communications area is the need to move more data with higher quality, efficiency, flexibility, and interoperability in the future than is currently possible. As shown in Figure 1.5‑1, both science and public interest are increasing the demand for greater data rates, and as we explore at increasing distances new approaches and improvements in technologies are necessary. 
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Figure 1.5‑1 Expected Uplink and Downlink Data Rates for Future Science and Exploration Missions
Challenges to the architecture development are the source of demands on technology development. Architecture challenges are listed below and a listing of technical challenges by timeframe are summarized in Table 1.5‑1.

Challenges

· Flexible architecture – Provided by Programmable Comm Systems
· Make changes during the mission to overcome the long transit times that may make pre-launch software obsolete
· React to changes in mission or strategic plans
· Decrease volume, mass, and power burden on user spacecraft
· High data rates at long distances –  Provided by Spacecraft RF Technology
· Meet demand for high quality and high data rate science data as well as video from the outer reaches of the solar system   
· Autonomous Operations – Provided by Advanced Approaches such as X-ray Pulsar Navigation
· Reduce human-in-the-loop processes and operational costs
· Improve efficiency 
· Interoperability – Provided by Plug and Play Network and Protocol Development
· Provide plug and play operations to the users
· International partners can plug and play as well
· Virtual Apertures – Provided by Uplink Arraying Capability
· Configure arrays of antennas to create virtual large apertures for uplink to deep space missions
· React to mission needs; support multiple simultaneous missions, or reconfigure for emergency support
Table 1.5‑1 Major Technical Challenges

	Major Technical Challenges

	2006-2010

	Development of “Plug and Play” interoperable networks providing flexibility to allow international participation at the spacecraft level.

· Issues: Spectrum, Protocols, Network Management & Services

· Network of networks must be made adaptable through the use of programmable devices- 

· Ad-hoc network communication capabilities with end-to-end encryption and policy based architecture.

	Development of Uplink Arraying Technology to enable ground antenna array to also transmit reducing costs for the replacement and maintenance of ground systems 

· Issues: alignment and tracking, measurement time-varying quantities, phasing, array elements distances

· 2006 –Validate arraying concept using small antennas and satellite experiments

· 2010 – Initial evaluation of 12-m antenna array

	2010 – 2020

	Development of Optical Communication Capability (2018) for higher capacity communications at Mars and beyond with goal of 1 Gbps data rate at maximum Mars distance and on-station lifetime of 6 yrs).

· Challenges for Ground-based detector (weather & turbulence) and space-based detector (array size, mass) 

	Develop Spacecraft RF Technology Capability with high availability, reliability and increased bandwidth.

· Issues: space qualification of ground-proven 100kW Ka-Band TWTAs, and increase in operational reliability.  Higher and more efficient Power Amplifiers: Traveling Wave Tube Amplifiers (TWTA) and Solid State Power Amplifiers (SSPA).

· Deployment mechanisms and increasing operating frequency to Ka-band (Mesh and Inflatable Antennas)

	Complete implementation of transmit operational capability to ground antenna array.

· 2013 – Expanded 12-m array with operational status; off-ramp: build additional 34-m antennas

· 2015 – If transmit array capability successful (see 2006-2010 above), then decommission the 34m antennas and cancel building 6 additional 34m antennas.

	Develop Programmable Communication System Capability to provide flexible and adaptable communications systems with reduced mass, power, and weight.

· Goal data rates in 2020- 25 Mbps for landers & 500 Mbps for orbiters/CEV, w/ required power of 1-25 W

· Issues: reconfigurable logic, A/D converters, Memory, Hardware/Software (HW/SW) framework, common interfaces

	Develop autonomous navigation capability for accurate positioning of spacecraft and landing support. 

· Issues : autonomous position determination and navigation support for Lunar far side and polar operations

	2020 and Beyond

	Develop higher capacity communications (Optical Communication) for more comprehensive Mars exploration 

· Data rate at maximum Mars distance is 2 Gbps with an on-station lifetime of 8 yrs

	Develop Programmable Communication System to increase flexibility and adaptability with reduced mass, power, and weight..

· Data rates in 2030- 25-100 Mbps for landers & 1 Gbps for orbiters/CEV, w/ required power of 0.5 – 35 W

· Issues: reconfigurable logic, A/D converters, Memory, HW/SW framework, common interfaces


1.6 Key Capabilities and Status

The following key capabilities were selected to meet evolving needs of missions. The service level is based on assumed data rates, link availability and quality of service discussed elsewhere in this document. A major consideration in the SCAWG efforts is reduction in cost of the evolving architecture. For example, the uplink arraying concept would significantly reduce the replacement, maintenance and operations costs for the DSN as well as the need for large antennas. While power and mass of optical communications systems is much smaller than those of RF systems, the need for optical communications may be obviated by increased spacecraft RF technology capability. 
Table 1.6‑1 Key Capabilities and Status
	Key Capabilities and Status

	Capability/ Sub-Capability
	Mission or Roadmap Enabled
	Current State of Practice
	Minimum Estimated Development Time

	High Data Rate Optical Technology  
(1 Gbps from Mars max distance)
	High data rate from Mars, Solar System & Beyond, lower mass, power, volume for Lunar mission spacecraft
	None
	4 Years (Demo 1 Mbps)
16 Years (Operational 1 Gbps) 
2012 Demo Lunar Capability

	Uplink Antenna Array -Initial 12-m Antenna Array and Extended
	Deep Space, Mars, and Transit to both
	Single dish antennas
	5-8 Years

	High Data Rate RF Technology 
(1 Gbps from Mars max distance)
	High data rate from Mars, Solar System & Beyond 
	Example: Mars Global Surveyor 33 kbps, Mars Odyssey 14 kbps
	10 Years 

	Programmable Communications Systems (Software Defined Radio)
	All missions
	Starlight, Electra, and LPT
	15 Years (25 Mbps Landers, 500 Mbps Orbiters, Full Autonomous Independent Platform Software)

	Navigation
	All missions
	Radiometric techniques 
	5 Years (X-ray pulsar navigation.)

	Plug and Play Interoperability
	All missions
	Limited protocols for large delays
	Delay tolerant protocols demonstrated on simulation and emulation testbed

	Downlink Antenna Array-Initial 12-m Antenna Array and Extended
	Decommissioning of large DSN antennas
	Single dish antennas
	3 Years


2 Detailed Portfolio Discussion

For each technology area a summary description and review of component technologies is provided along with an assessment of benefits to future missions, the timeframe for deployment, metrics and major requirements leading to deployment, the current state of the art and any necessary demonstration or precursor missions. These technology areas include optical communications, uplink arraying, spacecraft RF technology, programmable communications systems (software defined radio), navigation, and plug and play interoperability.
2.1 Optical Communications Technology

The contents of the optical communications technology section will be provided in a follow-on version of this portfolio.
2.2 Uplink Arraying Technology

2.2.1 Summary Description and Major Component Technologies


Deep space missions require large uplink power levels which is driven by the fact that the power received at a spacecraft is reduced by space loss, proportional to the square of the distance. Thus, to send data to Mars could require 100,000,000 more power than to send the same data to a spacecraft at GEO. Today, the solution is to deploy a complex high power transmitter (e.g. 400 kW) on a large steerable antenna (e.g. 70-meters in diameter). A more desirable solution would be to array a large number of smaller transmitters (e.g. 3.2 kW) on smaller antennas (e.g. 12-meters diameter). Such a solution will not only be cost-effective, but will also be modular, flexible and scalable, enabling uplink power levels far beyond those available today.

2.2.2 Benefits and Relationships to Missions / Strategies

Arraying uplink antennas will provide NASA with more cost-effective mission support both in development and operational cost, will enable simpler spacecraft receivers (increased uplink power could allow accepting more losses on the spacecraft), and will provide more robust support in emergencies (all of the DSN transmitters could be arrayed into a single large beam, instead of supporting multiple missions). Uplink arraying will also enable software uploads that are not feasible today; the large beam could enable uploading GB-sized operating system updates, when needed. The decommissioning of the 34-m antennas will be possible when the array is implemented, resulting in significant cost savings from operations and maintenance.
2.2.3 Current State of the Art, Metrics and Major Requirements, and Demonstrations 

While some uplink arraying has been demonstrated inside and outside NASA, the requirement here is extremely difficult. The difficulty is associated with the extremely large distances for deep space missions and the different atmospheric conditions above the antennas in the array. Furthermore, uplink arraying is unprecedented in terms of requirements for duration and accuracy of the open-loop operations. Other systems resort to closed-loop operations to maintain the alignment of the uplinked signals.  The key requirement for uplank arraying is to demonstrate the ability of an open-loop array system to align signals, for 8 hours or longer, with losses no larger than 0.5 dB. To achieve this low level of loss, the signals must be aligned within better than 4 mm at the spacecraft, including the delay and phasing effects of electronics and atmosphere changes over the long pass – eight hours or more.  This is a difficult requirement entailing precise pre-pass calibration, and accommodation of any equipment and atmosphere instabilities during the pass.


To reach TRL6, there is no requirement for any flight system or precursor mission. Uplink arraying can be demonstrated through deployment of ground equipment and uplinking to any cooperative mission(s). Two proof-of-concept demonstrations are required before 2010, a bench/field breadboard and a scaled semi-operational system. We envision a full operational system by 2015, with TRL6 completed by the end of FY10. If we are unable to implement uplink arraying capability, the option will be to build more 34-m antennas and maintain the present network of large antennas.
2.3 Spacecraft RF Technology

2.3.1 Summary Description and Major Component Technologies

Spacecraft RF technology advancement may enable higher capacity communications from Mars distances and beyond. Technologies described in this section will enable increased availability and reliability at greater distances.  RF systems use proven technology with space flight heritage and an established industrial base.  The needed spacecraft RF technology improvements include more efficient power amplifiers, such as high power traveling wave tube amplifiers (TWTA) and solid state power amplifiers (SSPA), large light-weight antenna technologies, such as mesh and inflatable antennas, and bandwidth efficient techniques. 

2.3.2 Benefits and Relationships to Missions / Strategies

Spacecraft RF technologies enable more efficient communications with increased data rates providing greater science data return for a given mission life, power and mass. Improvements in spacecraft RF technology provide increases in power efficiency, reduction in hardware mass and stowage volumes and therefore, a reduction in total spacecraft cost.

In addition, spacecraft RF technology capabilities are enhanced by the ground antenna receive array as is demonstrated by Table 2.3‑1. This table shows a comparison of data rates as a function of data rates, transmitter input power (assuming 50% efficiency), antenna size and the number of antennas in the receive array.   All the values here are for maximum Mars to earth distance of 2.67AU.  At minimum distance the data rates would be 50 times larger.
Table 2.3‑1 Comparison of Spacecraft RF Capabilities
	Data Rate (Mbps)
	Ground Antenna(s)
	Range (AU)
	Input Power (W)
	Antenna Diameter (m)

	24
	34m
	2.67
	200
	12.0

	100
	8 - 12m
	2.67
	1000
	12.0

	1000
	45 - 12m
	2.67
	1,000
	15.7

	1000
	20 - 2m
	2.67
	10,000
	12.1


2.3.3 Current State of the Art, Metrics and Major Requirements, and Demonstrations
High capacity spacecraft RF communications depend on high power transmitters, large antennas, bandwidth efficient modulation, and ground receive antenna arrays. Major demonstrations are needed for large antenna technology. Large deployable mesh antennas, up to 12 meters, are currently flying in commercial applications at lower frequencies.  Mesh antenna technology is currently in the 7th generation of development. Inflatable antenna technology is newer, and continues to be developed.  While large capacity TWTA’s are currently available, kW tubes are not yet space qualified.  Bandwidth efficient techniques are available now.  

Large antenna and high power transmitters are being used at other frequencies and for other applications. Leveraging off of this technology base and the fact that most of the technology features are well understood, the major accomplishments and milestones in spacecraft RF technology can be accomplished prior to 2015. The demonstration of high capacity RF communications in 2015 timeframe will require a decision to commit to a development program in the next year. This technology would support up to 1 Gigabits per second (Gbps) from Mars with large antennas, high power transmitters, and bandwidth efficient modulation.
2.4 Programmable Communications Systems (Software Defined Radio)

2.4.1 Summary Description and Major Component Technologies

Software Defined Radios (SDRs) are a combination of hardware and software that perform the traditional C&N functions and allow for specific operating characteristics, data-handling, and waveform implementation in software/firmware rather than hardware.  SDRs are inherently digital radios where analog signal processing is minimized.  
The major component technologies for SDRs that need development are: 
· Digital Data Processing: High speed CPUs will be required for real-time communications in an autonomous environment and efficient memory partitioning is needed to reduce latency in the data path

· Digital Signal Processing: Reconfiguring FPGAs at both boot-time and during operation is necessary for flexible network access for a variety of networks. Defining waveform containers for SDRs to avoid custom implementations will improve the availability of various waveforms across vendors and missions
· Software: Operational automation will lower operational efforts and reduce human-induced configuration errors. Reconfiguration management within the radio will enable autonomous flexibility. Defining internal interfaces between components of the SDR that don’t sacrifice efficiency will be a challenge.

· Analog to Digital Conversion: Power-efficient, high-speed implementations will move the SDR towards band-independence
2.4.2 Benefits and Relationships to Missions / Strategies

Any mission-specific implementation with defined requirements would benefit from a point-solution digital radio. However, the evolving nature of NASA’s exploration and science programs, as well as the evolving capabilities of our space communication infrastructure require a measure of adaptability that can be provided through SDR technology. The reconfiguration capabilities of the SDR can adapt to transitions in capability, protocols, waveforms, and network structure by allowing multiple configurations within a single mission, removing the need for multiple radios or of a single all-in-one style radio. 
Expected capabilities matching the Component Technologies are shown for each major deployment phase in Table 2.4‑1.

Table 2.4‑1 SDR Deployment Timeframe

	By leveraging the first and second generation SDRs already deployed, NASA can meet deployment objectives for both near-term and long-term needs.  The current generation of SDRs can be evolved over the deployment to meet the more ambitious capabilities.

	Timeframe
	Specific Component
	Evolution

	2010
	High-Speed CPUs
	Second-generation sufficient (20-30MHz).

	
	Efficient Memory Partitioning
	Direct manipulation of data buffers by signal processing FPGAs.

	
	FPGA Management
	Hot swapping of configurations

	
	Waveform Standardization
	Implementation of waveform containers in FPGAs.

	
	Operational Automation
	Auto-radiation and pointing, single-command configuration, auto-hailing.

	
	Reconfiguration Management
	Complete code/FPGA swap-outs from on-board storage.

	
	Efficient Open Interfaces
	Optimized interfaces for software and signal processing components (TRL 6).

	
	ADC/DACs
	Power-efficient baseband operation.

	2015
	High-Speed CPUs
	100+ MHz

	
	Efficient Memory Partitioning
	Refined memory partitioning eliminating CPU handling of data.

	
	FPGA Management
	Hot swapping of configuration components. Advanced radiation scrubbing.

	
	Waveform Standardization
	FPGA/Software-mixed containers.

	
	Operational Automation
	Auto-configuration (network detection and registration. Autonomous fault recovery.

	
	Reconfiguration Management
	Partial FPGA swap-outs, dynamic software linking.

	
	Efficient Open Interfaces
	Optimized interfaces.

	
	ADC/DACs
	Power-efficient IF operations.

	2020


	High-Speed CPUs
	150+ MHz

	
	Efficient Memory Partitioning
	Optimizations.

	
	FPGA Management
	Optimizations.

	
	Waveform Standardization
	Waveform library-based management.

	
	Operational Automation
	Optimizations. Multiple radio automatic fault recovery.

	
	Reconfiguration Management
	Limited FPGA self-reconfiguration, weakly-linked software components.

	
	Efficient Open Interfaces
	Optimized interfaces.

	
	ADC/DACs
	Power-efficient direct band operation.


2.4.3 Current State of the Art, Metrics and Major Requirements, and Demonstrations

Current state of the art in space qualified software data radios is exemplified by the Electra for the Mars Reconnaissance Orbiter (MRO) launched in August, 2005, the Electra-Lite for the Mars Science Laboratory (MSL), planned for 2009, and the Low Power Transceiver for TACSAT2 to launch in 2006. These transceivers are fully reprogrammable (in flight) and are built using a slice architecture allowing specific RF slices to be swapped in and out. Development is ongoing through various technology programs for an X-band transceiver slice and an ASIC version of the baseband processor. There are also research tasks in place to explore wide band tuning of transceiver frequencies and to implement special GPS processing capabilities that enable communication and navigation functions to run in the same box.
Major requirements of the SDR for NASA missions as identified by the SDR Architecture Team are shown by year in Table 2.4‑2.  These capabilities cover the range of expected missions for NASA as robotic and human exploration extend out into the solar system. 

Table 2.4‑2 Near-Term Metrics for SDRs
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BLOCK I - 2010

BLOCK II - 2015

BLOCK III - 2020

Data Rates

  - Lander

8 MBPS

25 MBPS

25 MBPS

  - Orbiter/CEV

8 MBPS

50 MPBS

500 MBPS

Navigation

  - Range

10 m

1 m

1 m

  - Doppler 

1 mm/s

0.1 mm/s

0.1 mm/s

Mass

  - Lander

3 kg

3 kg

3 kg

  - Orbiter/CEV

3 kg

4 kg

< 10 kg

Power (Baseband)

  - Lander

15 W

10 W

< 5 W

  - Orbiter/CEV

15 W

10 W

25 W

Volume

  - Lander

  - Orbiter/CEV

RF Bands Supported

Single

Dual

Slice/Digital (low RF)

Simultaneous Multiband Operations

Limited

Several

All required links

Platform Specific Software

Partial

Independent

Independent

Autonomy (Scheduling /Link)

Semi

Semi

Full


2.5 Navigation Technology

2.5.1 Summary Description and Major Component Technologies

Autonomous navigation and radiometric navigation systems, such as one- and two-way navigation, embody components and technologies that are available in the current state of the art.  As an example, under a one-way system estimates of range and range-rate between a planetary surface user and elements of the C&N network (such as relay spacecraft) are derived from simplex transmissions that occur from the relays to the user. Under a two-way system radiometric measurements are derived from RF signals that are transmitted by the user and then coherently transponded or “turned around” by the relays. Two-way measurements rely less on the stability of the user time base than do one way measurements. Radiometric techniques provide estimates of user navigation state that have errors that do not build with time in the same way that they do with an inertial system. 

An alternative advanced autonomous navigation concept that requires investment in technology development, but holds great promise, involves the measurement of signals from X-ray pulsars within our galaxy. X-ray pulsar navigation involves using the integrated pulse train from a rotating neutron star and correlating it against the a priori pulse template associated with the solar system barycenter to derive position and time offsets, similar to the capability provided by GPS for Earth-based applications. If successfully demonstrated, this technique could be used for self-contained autonomous orbital navigation anywhere in the universe, providing position, velocity, attitude, and time, both absolute and relative.  

Integral to successful navigation is the implementation of accurate timekeeping. In practice, there are three requirements for timekeeping in future NASA missions in the solar system: a distribution of stable clocks, the formation of a time scale, and algorithms for the reduction of data using the accepted principles of relativity physics. The major issue for further development is stability.  Atomic clocks are the most stable and three types of atomic clocks are in common use.  

2.5.2 Benefits and Relationships to Missions / Strategies

The ability to use neutron stars, known as rotation-powered pulsars, as well as other sources in the X-ray domain of the electromagnetic spectrum for position, attitude and time determination of spacecraft, would provide navigation for spacecraft throughout the solar system.  It has the additional advantage that it would provide an autonomous backup system to military navigation and communication satellites.  It is anticipated that an autonomous capability would reduce costs and increase overall system reliability. Autonomous navigation will also aid civilian deep space missions.  If feasible this approach would significantly reduce spacecraft support costs associated with ground based assets, on-board propellant and science data collection.  
2.5.3 Current State of the Art, Metrics and Major Requirements, and Demonstrations 

The current state of the art in space navigation is captured in a report prepared by the SCAWG Navigation Team [4], describes current techniques and technologies by way of analysis of principal alternatives for navigation in the lunar environment. The following provides examples of each method (one- and two-way radiometric navigation and autonomous navigation,) in the context of lunar science/mission support. 

· The one-way navigation concept explores the possibility of using a “GPS-like” navigation signal in the lunar C&N satellite constellation. Under the one-way concept, the earth-based GPS constellation provides navigation services from the near Earth environment to  the Earth-Moon L1 point.  This approach provides navigation, positioning, and timing, in the Earth-Moon system by a network of combined C&N satellites around the moon that operate seamlessly with terrestrial systems like GPS and Earth Relay. This navigation architecture provides primary support to the following lunar navigation scenarios: fixed surface positioning, orbit determination, and lunar approach navigation. The lunar constellation would be supported by a network of Earth-based tracking stations and a control station that maintains the lunar network orbits, and provides ephemeris, time keeping, and ancillary data services to the lunar users.

· The two-way navigation concept employs the same system of C&N satellites around the moon as used under the one-way concept. The main distinction between this system and the one-way system is the method employed to derive the radiometric measurements with the two-way system employing a transponding system that coherently “turns around” the transmitted signal back to the user. This feature reduces the requirements on the user time base while leveraging the transmitter hardware contained in the user terminal.  

· Autonomous navigation involves a vehicle-centric system that requires infrequent updates from external sources. The hardware typically includes Inertial-Measurement Units (IMUs) and heading gyros. External references for re-initializing position fixes are provided by star trackers, radiometric measurements such as Earth-based Doppler, ranging, and VLBI, and surface feature recognition. X-ray pulsar navigation is a type of autonomous navigation that has additional challenges. These challenges include:
· Detector development- current technology must observe each pulsar for one day or more. Measurements to multiple suitable pulsars must be made within a time-frame that is small compared to the time-scale of motion.

· Population of suitable X-ray sources- strong source glitches, outages, and instabilities exist, and known stable sources are rare and weak
X-ray pulsar navigation technology is being investigated by NASA and other government agencies.  It has been shown that a positioning accuracy of 1,000 km is attainable with a moderate antenna size (<4m) and a signal integration time of the order of an hour. However simultaneous observation of several pulsars with separate antennas seems desirable for a reduced integration time or an enhanced accuracy. However, this seems to require prohibitively heavy hardware.
A spacecraft experiment will be built with an x-ray imager and photon counter to determine the feasibility and accuracy of x-ray Pulsar sources for autonomous position, attitude and time determination. It will be flown as a  space-qualified payload consisting of a gimbaled x-ray imager and photon counter that can be integrated and flown as an experiment aboard the International Space Station (ISS). 

The state of the art of timekeeping and timekeeping devices is such that it will not be necessary to develop new technologies for clock hardware on spacecraft. Rubidium atomic clocks have small volume and mass and consume small power and are commonly used for space applications, especially as found in GPS satellites. Although investment in miniaturization techniques (“chip-scale” atomic clocks) for portable receivers may have some advantages, fundamental frequency references used on spacecraft, rovers, and habitats will remain clocks like those currently available (such as the cesium and rubidium atomic clocks used on GPS satellites) because stability increases with the size of the resonant cavity, making smaller clocks less stable. In addition to chip scale atomic clocks, efforts are underway to develop a small (~ 1 Liter) ion trap clock for space-borne applications.  Long-term stability of 10-14 or better is expected.  
Using earth-based GPS as a model for timekeeping and time dissemination, including the behavior of clocks (frequency standards, counters), the formation of a timescale, and algorithms for the reduction of data, it is important for NASA to develop reference literature and interface control documents that will specify the theoretical principles and forms of these algorithms. An additional suggestion for this technology area is to invest in tracking the development work of other government agencies on timekeeping and devices.
2.6 Plug and Play Interoperability Technologies

For communications systems to be interoperable, the RF spectrum allocation, waveforms, security architecture, the network architecture, and the communications protocols must be agreed upon by the owners of the interoperable space assets.  These agreements along with the availability of the physical link enable the concept of interoperable plug and play.  NASA is developing a spectrum plan that will be brought forward for international agreement.  Similarly a security plan is being developed to satisfy new NASA security policy..  The security plan may impact on the communications protocols.  The placement of certain network hardware devices determines space user burden vs. surface asset user burden.  Development of appropriate devices and the use of communications protocols with the security architecture requires some addition work.  Thoroughly testing these capabilities on a test bed is necessary. Technologies that may enable effective utilization of the network need to be determined and developed.  The following is a description of the network technologies as we understand them today.  
2.6.1 Summary Description and Major Component Technologies

Summary Description of Plug and Play:

Plug and Play interoperability capability refers to the ability of spacecraft, devices, instruments, and other mission assets to seamlessly operate with minimal reconfiguration. This allows entirely new systems and components to be automatically detected and optimally configured to function in the network. The concept would allow new spacecraft that are launched to autonomously “find” a network to plug into, including ground terminals, space relay terminals, and other spacecraft or vehicles. Plug and play interoperability will also allow very different systems to interface with one another. 

Efforts are underway for space network protocol standardization by the Consultative Committee for Space and Data Systems and others in the space community. To achieve standardized and interoperable NASA ground and space networks as well as science vehicles and robots, missions will require not only standardized protocols and architectures but also interoperable hardware and software to promote seamless operation among the system nodes.  These devices need to be tested on advanced system development testbeds.
Major Component Technologies:

· Architectures and protocols for plug-and-play network interoperability

· Standardized, interoperable system and component network hardware technologies

· System development testbeds for component integration, system development, system optimization, and mission scenario assessment

Exact nature of the technologies needed here is to be determined but it is expected that transmit/receive modules, small local area network antennas, and communication protocols will need development and most importantly thoroughly tested (emulation based on simulation) on an “end-to-end” testbed with simulated delay and losses.  

2.6.2 Benefits and Relationships to Missions / Strategies

By incorporating plug-and-play interface and protocol concepts and standards in the new modular and reconfigurable communication technologies, space vehicles within the SMD’s Earth and space science missions will be able to seamlessly operate within the communication architecture.  It is possible to change the interface functionality of a device with newly uploaded software And the use of Software Defined Radio technology described in the previous section. This feature enables existing hardware to evolve to higher functionality with modest software updates. With plug-and-play network capabilities, entirely new systems can be added just by “turning them on”. These new systems would be automatically configured either by themselves or though a network configuration management . Instruments and subsystems to fly onboard a vehicle will be able to connect to common protocol-compliant test facility networks enabling scientists and engineers to control them throughout testing from their office space. When mounted on the space vehicle, the instruments and subsystems could be checked out through a standardized, interoperable bus on the vehicle. After launch, the equipment could also be controlled through the network that extends to space.  
2.6.3 Current State of the Art, Metrics and Major Requirements, and Demonstrations
The use of IP-protocols and IP-like protocols have been demonstrated on a number of Earth-orbiting spacecraft. However, questions about protocol performance in long delay or disruptive network connections have led to proposals for new protocols that will be more adaptable to the space environment. These new protocols are currently unproven and still under formulative development.  Therefore, in order to achieve the seamless interoperable network described above, more research and development must be conducted.  This work needs to culminate in a set of space flight demonstrations that prove the ability of the protocols to work in the space environment scenarios in which SMD missions will fly.
3 Process

3.1 Summary History of Roadmap Team

NASA's Space Communications Architecture Working Group is charged with the task of developing an integrated space communications and navigation architecture, performing analyses, and making recommendations to NASA senior management. Evaluations of technology areas that enable the C&N architecture have been conducted as part of the SCAWG activities. 

The working group has been active for over a year and includes representatives of the various line organizations, including science and future crewed exploration systems, the NASA Centers and the National Oceanographic and Atmospheric Administration.  Working group members also interface with other government agencies.  This working group continues to function and provide the results of technical studies to the agency.
3.2 Summary of Meetings

3.2.1 Space Communications Architecture Working Group
The SCAWG meets weekly via teleconference and monthly for face-to-face meetings. The SCAWG leverages the knowledge of experts across the agency as well as external to NASA.  SCAWG work areas include:

· Mars Network
· Lunar Network

· Earth Space Network

· Earth Ground Network

· Protocols

· Spectrum

· Communications Security

· RF vs. Optical Communications Trade Space

· Large Antenna Technology

· Software Defined Radio

· Lasercomm Studies

· Navigation Techniques and Technologies
3.2.2 National Research Council Review

The C&N Roadmap team presented to the NRC in March of 2005. The team received positive feedback and several suggestions on areas to focus on during future work. Some of the suggestions more specific to technology included:
· Characterization of technology development in terms of monetary resources and time; e.g. if given more money, would the development time be reduced?

· Rank the technologies; if limited funds are received, which technology development should be funded first

· Identify other technologies outside of C&N that may revolutionize the larger architecture or CONOPs. Example: on-orbit refueling
3.3 Capability Breakdown Structure
The Capability Breakdown Structure (CBS) in Figure 3.3‑1 is indicative of one of the central issues of the C&N architecture: the C&N capability is really a set of services that are provided to users in various locations. By nature, the way in which a service is provided, or the difficulty in achieving service performance, is tied to the phase of flight or location. For this reason, the first level of capability breakdown represents providing C&N service during launch, Earth orbit, transit (to Moon, Mars, or beyond), Lunar operations, Mars operations, and exploration in the Solar System & Beyond. The sub capabilities then reflect the specific services needed in each regime. 

The C&N roadmap is described in two segments, 2005-2020 (Figure 3.3‑2) and 2020-2035 (Figure 3.3‑3). The key exploration assumptions on the uppermost portion of the roadmap provide a context for the C&N architecture development by indicating the missions and activities that will be supported. The C&N milestones consist of architecture implementations ranging from initial relay constellations at the moon, to 12-m antenna arrays at Earth capable of transmitting. Other markers denote technology capabilities that support C&N evolution.
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Figure 3.3‑1 C&N Capabilities Breakdown Structure (CBS)
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Figure 3.3‑2 Top Level Exploration Capability Roadmap Rollup (2005-2020)
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Figure 3.3‑3 Top Level Exploration Capability Roadmap Rollup (2020-2035)

3.4 Connections to Other Capability Roadmaps

The C&N capability roadmap has critical relationships with eight of the other capability areas.  Details on the nature of those critical relationships follow.

In Space Transportation

· Requires Tracking Telemetry and Control (TT&C) link to Earth

· Key dependence on TT&C during critical event coverage

· Vehicle-to-Vehicle links needed for assembly and docking operations

· Communications security needed

· Navigation requirement is continuous

· Navigation provided by combination of autonomous and linked methods

· Requires time phasing of capability with missions


Advanced Telescopes and Observatories

· Critical dependence on TT&C and mission data transport links to Earth (or Earth orbiting relay)

· Potential TT&C and mission data transport links to lunar or planetary orbiter

· Comm security needed

· Dependence on navigation critical for formation flying, VLBI, or scientific instrument pointing

· Navigation provided by combination of autonomous and linked methods

· May have crosslinks between array elements

Robotic Access to Planetary Surfaces

· Dependent on TT&C and mission data transport links to Earth, Earth orbiter, or lunar or planetary orbiter

· May require surface-to-surface links or network

· Comm security needed

· Navigation provided by combination of autonomous and linked methods

· Requires time phasing of capability with missions
Human Planetary Landing Systems

· Critical dependence on assured TT&C, voice, and mission data transport links to Earth, Earth orbiter, or lunar or planetary orbiter

· May require surface to lander beacon link

· May require surface-to-surface links or network

· Comm security needed

· Critical dependence on highly reliable, highly available navigation

· Navigation provided by combination of autonomous and linked methods

· Navigation and communication required for rendezvous and docking

· May incorporate docking sensor on vehicle

· Requires time phasing of capability with missions
Human Exploration Systems and Mobility

· Critical dependence on assured TT&C, voice, and mission data transport links to Earth, Earth orbiter, or lunar or planetary orbiter

· Astronaut EVA suits may require TT&C, voice and mission data links

· May require surface-to-surface links or network

· Comm security needed

· Potential mission data dependence on in-space deployable antennas

· Critical dependence on highly reliable, highly available navigation

· Navigation provided by combination of autonomous and linked methods

· Requires time phasing of capability with missions

Autonomous Systems and Robotics

· Critical dependence on system-to-system autonomous communication network for TT&C and mission data transport with systems located nearly anywhere

· May require links for critical event coverage

· May require communication on demand networking

· May require inter-vehicle communication for rendezvous / docking

· Navigation provided by combination of autonomous and linked methods
Transformational Spaceport/Range

· Critical dependence on assured TT&C, voice, and mission data transport links to Earth or Earth orbiter
· Critical dependence on highly reliable, highly available navigation
· Tradeoff of range radar or space-based range (SBR increases dependence on  C&N and GPS)

· Range radar can provide autonomous tracking w/out dependence on vehicle TT&C

· Comm security needed

· Navigation provided by combination of autonomous and linked methods

· Requires time phasing of capability with missions
Scientific Instruments and Sensors

· Critical dependence on TT&C and mission data transport links to Earth (or Earth orbiting relay)

· Potential TT&C and mission data transport links to lunar or planetary orbiter

· Comm security needed

· May have crosslinks between array elements

· May require inter-instrument communications

· Requires time phasing of capability with missions
4 Summary and Recommendations

4.1 Conclusions and Recommendations

The C&N Capabilities Roadmap process has identified the need for a robust, evolvable, scalable, and adaptable communications and navigation architecture.  This capability is essential for the success of future NASA exploration and science missions. The top-level vision for the C&N architecture consists of a network of networks based on the use of relay satellites at Earth, Moon, and Mars and replacement of the DSN antennas with scalable, small aperture antenna array technology. This initial roadmap was developed as a result of exploration and science inputs and assumptions to date, and architecture and technology analysis. Key enabling technologies have been identified to ensure the success of this vision: optical communication, spacecraft RF technology, antenna array transmit technology and programmable communication systems.

The critical conclusions pertinent to the technology portfolio include recommendations for important demonstration missions, key relationships to other capability areas/roadmaps, and areas where urgent investment is critical to future success:

1) Optical Communications
a. To be provided in a later version of this portfolio
2) Uplink Arraying
a. Increases software uplink rate
b. Decreases spacecraft receiver burden

c. Reduces reliance on large, aging antennas

d. Provides better emergency recovery for tumbling spacecraft

3) Spacecraft RF Technology

a. Increases data rates at deep space distances

b. Builds on established technology

c. Reduces component mass and power, thereby reducing spacecraft mass 

4) Programmable Communications Systems

a. Increases flexibility

5) Navigation

a. X-ray pulsar navigation provides advanced autonomous navigation capability that would reduce ground based infrastructure needs
6) Plug and Play Interoperability
a. Increases network adaptability
b. Improves scalability of the network
c. Enables international participation in the exploration and science programs at the spacecraft level
4.2 Next Steps

The analysis preformed by the Space Communications Architecture Work Group is ongoing.  The plan is to continue assessing technology as it applies to the development of a future C&N architecture, and provide a sound and well-developed investment strategy. 
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Programmable Communications 1 Gbps






































































































































Mars Human Exploration





Earth Relay Continuation





12-m Transit Antenna Array











Spaced-based Range





12-m Receive Antenna Array





Mars Precursor Relays





Mars Cargo  Landing





Robotic Mars Preparation for Human Landing











5.1 Launch





5 Communications and Navigation Capability Road Map


(Key Events/Milestones)





5.6 Solar System & Beyond





5.5 Mars





5.4 Lunar





5.3 Transit





5.2 Earth Orbit





Key Exploration Architectural Assumptions
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2035





2025





2020





Capability Roadmap: Communication and Navigation





Optical Comm: First Generation Terminal Capabilities





Programmable Communications low Mass/Power





Programmable Communications 10 Mbps





Uplink Array Transmit: Expanded 12-m array





High Power TWTA, Mesh Antennas, BW Efficient Techniques





Optical Comm: Mars Laser Comm Demo





Mars Telecomm Orbiter 2009





Programmable Communications 100 Mbps





Lunar Precursor Relays
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Classes

		

						Parameter		CLASS I - 2010		CLASS II - 2020		CLASS III - 2030

						Data Rates

						- Lander		10 MBPS		25 MBPS		25-100 MBPS

						- Orbiter/CEV		10 MBPS		500 MPBS		1 GBS

						Navigation

						- Range		10 m		1 m		1 m

						- Doppler		1 mm/s		0.1 mm/s		0.1 mm/s

						Mass

						- Lander		3 kg		2 kg		1 kg

						- Orbiter/CEV		5 kg		<10 kg		<10 kg

						Power (Baseband)

						- Lander		15 W		1-10 W		0.5 - 5W

						- Orbiter/CEV		20 W		25 W		35 W

						Volume

						- Lander

						- Orbiter/CEV

						RF Bands Supported		Slice		Slice/Digital (low f)		Slice/Digital (low RF)

						Simultaneous Multiband Operations		Limited		Several		All required links

						Platform Specific Software		Partial		Independent		Independent

						Autonomy (Scheduling /Link)		Semi		Semi/Full		Full

						Parameter		BLOCK I - 2010		BLOCK II - 2015		BLOCK III - 2020

						Data Rates

						- Lander		8 MBPS		25 MBPS		25 MBPS

						- Orbiter/CEV		8 MBPS		50 MPBS		500 MBPS

						Navigation

						- Range		10 m		1 m		1 m

						- Doppler		1 mm/s		0.1 mm/s		0.1 mm/s

						Mass

						- Lander		3 kg		3 kg		3 kg

						- Orbiter/CEV		3 kg		4 kg		< 10 kg

						Power (Baseband)

						- Lander		15 W		10 W		< 5 W

						- Orbiter/CEV		15 W		10 W		25 W

						Volume

						- Lander

						- Orbiter/CEV

						RF Bands Supported		Single		Dual		Slice/Digital (low RF)

						Simultaneous Multiband Operations		Limited		Several		All required links

						Platform Specific Software		Partial		Independent		Independent

						Autonomy (Scheduling /Link)		Semi		Semi		Full





Programs

		

						PROGRAM		CENTER		FUNDING YRS		FUNDING SRC		FLIGHT		CLASS		NOTES		POC

						Electra UHF/X SDR		JPL		FY01 - FY07		NASA - MEP		Y		B+/S-		MTO launch in 2009 and 2013		T. Jedrey

						Electra Lite UHF SDR		JPL		FY04 - FY07		NASA - MEP		Y		S		MSL launch in 2011		T. Jedrey

						Adaptive Rates		JPL		FY04 - FY05		NASA - MEP		Y		A		Implemented on Electra		T. Jedrey

						High Rate		JPL		FY04 - FY05		NASA - MEP		Y		A		Implemented on Electra		T. Jedrey

						Advanced Transponder Research		JPL						N		N/A				B. Cook

						Autonomous Navigation		JPL				NASA - NRA (3)		N		N/A				T. Ely

						Autonomous (Flight) Radio		JPL				NASA - NRA		N		N/A				J. Hamkins

						High Rate Transmitter		JPL						N		N/A				A. Gray

						Reconfigurable Protocol Chip		JPL				NASA - NRA		N		N/A				A. Gray

						Blackjack????		JPL						Y		B				L. Young

						Patriot Ground to Air		JPL		FY05 - FY06		USN		N		M				T. Jedrey

						Imaging Sensor Network		JPL		FY03 - FY05		DIA		N		M				T. Jedrey

						Range Telemetry OFDM		JPL		FY04 - FY06		USAF		N		N/A				N. Lay

						Low Power Transceiver		GSFC				NASA		N						D. Israel

						Autonomous (Ground) Radio		GSFC				NASA		N		N/A				D. Israel

						Reconfigurable Comm and Nav		GSFC				NASA		N		N/A				J. Soloff

						Space Telecommunications Radio System		GSFC				NASA		N		N/A				J. Soloff

						Reconfigurable Transceiver Systems		GSFC				NASA		N		N/A				J. Soloff

						SDR Standards (JTRS Interface)		GRC				NASA		N		N/A				R. Reinhart





POP Funding

		

								Task		Lead Center		Other Centers		FY06		FY07		FY08		FY09		FY10		FY11

								Reconfigurable Components/Subsystems

								Digital Components

								Hardware Framework		JPL

								- Platform Definition		JPL		GSFC		200

								- Common Prototype Development		JPL		GSFC		50		350		300

								-  Common Platform Maintenance		JPL		GSFC						50		50		50		50

								Software Framework		GRC

								- Standards Definition		GRC		GSFC&JPL		200		200

								- Standards Support		GRC		GSFC&JPL		100		150		150		150		150		150

								Primitive Element Software		JPL

								-  Waveform Development		JPL

								* Software Development Definition		JPL				100		50		20		20		20		20

								* Proximity-1 Space/Link Protocol & PSK		JPL				400		150

								* Spread B/QPSK		JPL		GSFC		200		200		200

								* Multiple Access Waveforms		JPL		GSFC						400		400		400		200

								* Navigation and Tracking Functions		JPL						200		200		200

								* Autonomous Operations		JPL		GSFC

								- Waveform Certification		JPL

								* Procedure Specification		JPL				50		50		50		150		150		50

								- Waveform Library		JPL

								* Library Specification		JPL				25		50

								* Library Development		JPL						150		150

								* Library Maintenance		JPL								50		50		50		50

								Common Intefaces		GSFC

								-  Middleware Development		GSFC		JPL

								- Middleware Certification		GSFC		JPL

								- Middleware Library		GSFC		JPL

								Design and Testing Tools		JPL&GSFC

								- Network Layer Testbed				GSFC

								* Specification				GSFC

								* Development				GSFC

								- Physical Layer Testbed				JPL

								* Specification				JPL				150

								* Development				JPL						300		300		300		50

								- Common Development Tools

								TOTALS						1325		1700		1870		1320		1120		570






