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1.  General Portfolio Overview

1.1 Capability Description

The Autonomous Systems, Robotics, and Computing Systems (AR&C) capability roadmap details the autonomy, robotics, and computing technologies required for NASA spacecraft, robots, and human/robotic teams to achieve exploration and science mission objectives in harsh dynamic environments safely, dependably, and affordably. The roadmap includes autonomy for operations, integrated systems health management, robust execution of critical sequences (e.g., autonomous rendezvous and docking), autonomous process control, robotics for planetary exploration, human-robotic teaming for surface habitation and in-space operations, software validation and verification, and avionics systems.

1.2  Benefits and Traceability

1.2.1  Mission/science goals enabled by the capability 

Few areas of technology have matured faster over the last three decades, or had a larger impact on our world, than information technology.   At a very high level, the AR&C roadmap is about harnessing and focusing these technology advances to increase the reach, reduce the risks, and reduce the costs of NASA missions.

In addition to the overall rate of technology advance, the importance of AR&C to NASA is driven by two internal trends. First, both the exploration initiative and the space science programs increasingly require a presence on planetary surfaces.  Compared to the orbital environment, the surface environment is less predictable, less understood, and much more dynamic. Many of the NASA-pacing AR&C requirements over the coming decades are driven by the fact that interactions between NASA spacecraft and surface environments will occur at faster timescales than the communication latencies back to Earth (a challenge not shared by private industry or other government agencies). Second, many upcoming mission tasks require NASA to address manipulation challenges that go beyond those accomplished in past missions. Examples include: drilling, in situ resource utilization, habitat construction, in-space maintenance and assembly, and in situ scientific analysis. Again, these tasks are dynamic on time scales that exceed communication latencies back to earth. This, in turn, creates NASA-pacing capability requirements in autonomous systems and robotics.

The importance of AR&C capabilities is such that they enable NASA to carry out a broad range of missions that involve operation in harsh, dynamic environments (e.g., Mars, Titan, Europa, etc.), and/or involve challenging manipulation tasks. AR&C also includes several important capabilities that reduce mission costs and/or mission risks. These include: autonomy for operations, integrated vehicle health management, robust execution of critical sequences, software validation & verification, and avionics systems.
 
The mission impact of AR&C can be graphically demonstrated by looking either at its impact on a single mission, or by looking at the growth of the importance, and complexity, of software over time.  Figure 1 focuses on a single mission, in this case the MER rovers which are representative of surface science, and details the AR&C technology advances that were utilized by the mission.  Most of these technologies were developed by either the cross-cutting (and now cancelled) Intelligent Systems program or by the Mars Technology Program (which is in danger of funding reductions).

Figure 1 – Partial Capabilities Listing used by MER.

	
	Technology
	Funding Source
	Description

	1
	Long Range Science Rover
	NASA (Code R and MTP)
	Provides increased traverse range of rover operations, improved traverse accuracy, landerless and distributed ground operations with a large reduction in mass

	2
	Science Activity Planner
	NASA (Code R and MTP)
	Provides downlink data visualization, science activity planning, merging of science plans from multiple scientists

	3
	FIDO: Field Integrated Design and Operations Rover
	NASA (MTP)
	Developed TRL 4-6 rover system designs, advancing NASA capabilities for Mars exploration; demonstrated this in full-scale terrestrial field trials, Integrated/operated miniaturized science payloads of mission interest, coupling terrestrial field trials to

	4
	Manipulator Collision Prevention Software
	NASA (MTP)
	Computationally efficient algorithm for predicting and preventing collisions between manipulator and rover/terrain.

	5
	Descent Image Motion Estimation System (DIMES)
	NASA (Code R and MTP)
	Software and hardware system for measuring horizontal velocity during descent, Algorithm combines image feature correlation with gyroscope attitude and radar altitude measurements.

	6
	Parallel Telemetry Processor (PTeP)  
	NASA (Code R and MTP)
	Data cataloging system from PTeP is used in the MER mission to catalog database files for the Science Activity Planner science operations tool 

	7
	Visual Odometry
	NASA (MTP)
	Onboard rover motion estimation by feature tracking with stereo imagery, enables rover motion estimation with error < 2% of distance traveled 

	8
	Rover Localization and Mapping
	NASA (MTP)
	An image network is formed by finding correspondences within and between stereo image pairs, then bundle adjustment (a geometrical optimization technique) is used to determine camera and landmark positions, resulting in localization accuracy good for trav

	9
	Grid-based Estimation of Surface Traversability Applied to Local Terrain (GESTALT)
	NASA (Code R and MTP)
	Performs traversability analysis on 3-D range data to predict vehicle safety at all nearby locations; robust to partial sensor data and imprecise position estimation. Configurable for avoiding obstacle during long traverse or for driving toward rocks for 

	10
	CIP: Common Information Portal
	NASA (Code R)
	Customizable data navigation, search, and information management



	11
	VIZ: Data visualization tool
	NASA (Code R)
	High fidelity terrain modeling and analysis




Figure 1: Much of the success of the MER mission traces to past technology investments.  This is a partial list of capabilities developed by AR&C research programs and used by MER.
A second view of the mission impact of AR&C is shown in figure 2.  In this case we graph the number of lines of code in NASA missions as a function of time.  Notice that the vertical scale is logarithmic.  Thus the overall trend is an exponential growth in lines of code over time.  However, the number of mission-threatening errors per thousand lines of code is roughly constant.  Thus, in the absence of significant investments in software validation and verification, we can expect a growing trend over time of mission failures, and near failures, traceable to software errors.  Such as investment was being made by the Intelligent Systems program but is now lacking across the agency.
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Figure 2 - The number of lines of code in NASA missions grows exponentially but the number of mission-threatening errors per line of code is roughly constant.  Not included in this graphic is the MER mission which required roughly 500,000 source lines of code.
1.2.2 Traceability

The AR&C roadmap inherits directly from the Capability Requirements Analysis and Integration (CRAI) activity (particularly CRAI CBS elements 2.4.1 through 2.4.5).  In addition, the roadmap was developed by referencing the following documentation:

· Major recent vision documents:
· “The Vision for Space Exploration”, 2004, (Doc NP-2004-01-334-HQ)

· “Exploration Systems Interim Strategy”, 2004

· “A Journey to Inspire, Innovate, and Discover”, President’s Commission Report

· “The New Age of Exploration: NASA’s Direction for 2005 and Beyond”

· NASA Enterprise Strategy Documents
· “The Future of Solar System Exploration, 2003-2013”, NRC Planetary Decadal Report, 2002

· “Assessment of Mars Science and Mission Priorities”, National Research Council, 2003

· “Scientific Goals, Objectives, Investigations, and Priorities” – MEPAG report on priorities for Mars exploration

· “Mars Exploration Strategy”, Mars Science Program Synthesis Group, 2003

· Solar System Exploration Roadmap, 2003, (Doc JPL 400-1077 5/03)

· Design Reference Missions

· Lunar Surface Reference Missions: A Description of Human and Robotic Surface Activities (NASA/TP 2003-212053)

· The Mars Surface Reference Missions: A Description of Human and Robotic Surface Activities (NASA/TP 2001-209271)

· Solar System <update from Cutts>

· ESMD preliminary requirements documents: ESS Technology Requirements RevB, CTS Spirals 1-3 RevB, RLEP Requirements (Sept ’04), CEV ConOps (Sept ’04)

In addition, the AR&C team has had ongoing discussions with the Mars and Solar-System Exploration Strategic Roadmap teams, and several of the capability roadmap teams.

1.3 Assumptions, qualifications, provisos, legacy activities

TBD.

1.4 Key Architecture / Strategic Decisions
The following Table 10.1 summarizes what the team considered to be the key architecture/strategic decisions that will impact capability requirements.  

Table 10.1 - Key Architecture / Strategic Decisions
	Key Architecture/Strategic Decisions
	Date Decision is Needed
	Impact of Decision on Capability

	Mission architecture for in-space portion of crewed Lunar missions (e.g., use of autonomous rendezvous & docking, in-space connection, etc.)
	2007 for 2020 missions
	Prioritization of autonomy and control for autonomous rendezvous and docking, robotics for in-space connecting, etc.

	Mission architecture for Lunar surface operation (e.g., pre-placement of habitat, use of ISRU, etc.)
	2007 for 2020 missions
	Prioritization of autonomy for critical sequences in pinpoint EDL, autonomous checkout of assets before crew arrival, process control for ISRU, etc.

	Command and control architecture for crewed Lunar exploration (e.g. location of capcom)
	2006 for 2015 missions
	Prioritization of automation to support crew-centered operations

	Operational paradigm for Lunar surfaces operations in crewed missions (including both habitat construction and science activities)
	2007 for 2020 missions
	Prioritization of robotics for surface operation, level of autonomy for surface robotics, role of telerobotics, etc.

	Major systems decision for crewed Mars missions (e.g., nuclear vs. chemical propulsion)
	2012 for 2025 missions
	Prioritization of autonomous process control for nuclear reactors and other systems

	Mission architecture for observatories and universe missions
	2007 for 2020 mission
	Prioritization of in-space deployment / in-space construction, formation flying, interferometry, etc


1.5 Major Technical Challenges

The following Table 10.2 contains what the team considered the top ten technical challenges affecting the area of autonomy, robotics and computing systems. These challenges are phased into three time frames 2006-2010, 2010 – 2020 and 2020 and beyond.
Table 10.2 - Major Technical Challenges

	2006-2010

	· Robust autonomy for robotic surface operations. Upcoming lunar, Mars, and solar system missions will require a significant increase in speed and functionality vs. the MER baseline, and the performance of new tasks such as sample acquisition, drilling, life science experiments, and habitat construction, inspection, and maintenance.

	· Largely automated spacecraft and habitat operations. Due to light-speed delays (and cost pressures), current ground-centric operational paradigms will not extend to exploration missions. Automation is required to enable crew-centered operations. This is important for both in-space and future surface operations.

	· High-Fidelity Software-Simulation-Based Testing. Hardware-in-the-loop testing is the “gold standard” today for software validation.  However, hardware is only available close to launch, and is always a limiting resource (especially when changes must be made close to the launch date). High-Fidelity software-simulation-based testing would support much larger test suites run more frequently without adverse impact to mission budgets and timelines.

	2010 – 2020

	· Prognostics. Prognostics refer to the ability to predict component and system failures before they occur. This is critical for crewed missions involving many sub-systems operating far from Earth. It also allows cost effective positioning of replacement parts and cost effective use of preventative maintenance across NASA missions.

	· Robust autonomy and robotics for deep drilling, aerobots, and cryobots.  Unlike rovers, drills, aerobots and cryobots generally cannot handle faults by stopping and calling back to earth. Robust autonomy and robust hardware working together will be required. This requires an integration of integrated vehicle health management, robust execution, and robust on-board planning and fault recovery.

	2010 – 2020 (continued)

	· 10x decrease in major errors per line of source code. The number of source lines of code (sloc) in NASA missions has been increasing steadily over the last three decades.  However, the number of mission-threatening errors per sloc has remained relatively constant.  The inevitable result of these trends is a steady increase in the number of close calls and mission failures traceable to software errors.  Improvements in software processes and software validation and verification are required to radically reduce the number of major errors per sloc.  Improvements in validation and verification are particularly important for autonomous systems.

	· Autonomous process control for drilling, nuclear reactors, ISRU, etc. Many terrestrial systems rely on constant human oversight. When these systems are incorporated into NASA missions this human oversight must be replaced by automated process control (either because of use on un-crewed missions or because crew time is a scarce resource). The most important mid-term examples include: drilling, control of nuclear reactors, and chemical plants for ISRU.  In all of these cases there have been no comprehensive demonstrations of automated process control.

	· In-orbit robotic inspection and maintenance. Many missions are ended prematurely due to failures of replaceable components or lack of propellant or coolant. Astronaut servicing is both expensive and risky. Proven, and relatively inexpensive, robotic maintenance would also allow instrument upgrades over the lifetime of expensive assets.

	2020 and Beyond

	· Autonomy for surface construction, pinpoint landing, and ISRU. The co-development of robotic surface construction, pinpoint landing, and ISRU would allow robotic precursor missions to prepare habitats and fuel supplies for cost-effective long-duration crewed missions to both the moon and Mars.

	· In-orbit robotic construction. This would enable the next generation of observatories and basic science experiments. It also allows ongoing maintenance and upgrades of instruments on orbiting platforms.


1.6  Key Capabilities and Status

The most important AR&C capabilities are those that either enable new classes of science or exploration missions, or significantly reduce costs and risks across all NASA missions.  In keeping with the comments at our NRC review, the “top 10” capability list shown below in Table 10.3 includes capabilities of both types. Capabilities such as crew-centered operations, human-robot collaboration, and autonomous rendezvous and docking are enabling for NASA’s core exploration agenda. Other capabilities such as process control for autonomous drilling, aerobot mobility, and in-space maintenance and construction enable new classes of science missions that may find evidence of past or present life in or beyond the solar system.  Finally, capabilities such as automated tools for root-cause analysis and reductions in the error rate per SLOC (source line of code) will significantly reduce costs and risks across all NASA missions. 

Table 10.3 - Key Capabilities
	Capability/Sub-Capability
	Mission or Roadmap Enabled
	Current State of Practice


	Minimum Estimated Development Time

	Crew-centered operations


	Long-duration lunar and Mars exploration
	For ISS, ground controllers send up 500K commands per year
	10 years (including prototyping required for human rating)

	Automated tools for root-cause analysis
	Long-duration Lunar and Mars exploration
	Limited technology demonstrations on DS1 and EO1
	5-8 years

	Autonomous Rendezvous and Capture/Docking (including beyond Earth orbit)
	Lunar and Mars sample return.  Lunar long duration crewed.
	Russian Progress (with ground support).  Japanese technology demo.
	5-8 years

	Process control for autonomous drilling
	Lunar and Mars drilling missions
	Terrestrial demonstrations to 2-3 meters depth
	6-8 years

	Process control for nuclear reactors
	Use of nuclear reactors in surface and deep-space missions
	Low-TRL component demonstrations only
	6-8 years

	Aerial mobility (aerobot)
	Venus, Mars, and Titan aerobot
	Low-TRL component demonstrations
	8-10 years

	Human-robotic collaboration
	Lunar long duration crewed, and crewed Mars exploration
	Terrestrial demonstrations with limited robotics
	8-10 years

	Key Capabilities (Continued)

	Robotic construction, inspection, and maintenance of habitats
	Lunar long duration crewed, and crewed Mars exploration
	Low-TRL component demonstrations
	6-9 years

	Robotic in-space inspection/construction
	Lunar long-duration crewed, advanced observatories
	Technology demonstration in earth orbit (AERCAM)
	7-9 years

	Significant (5-10x) reduction in mission-critical errors per source lines of code
	Mars sample-return, lunar long duration, crewed Mars exploration
	State of the art is roughly 5 mission-critical errors per million source lines of code
	10-12 years


2.  Detailed Portfolio Discussion

2.1.  Crew-Centered and Remote Operations
2.1.1. Summary description and major component technologies

Crew-centered and remote operations encompasses the capabilities required to support the evolution of command and control for both manned and unmanned science and exploration missions.   It includes the following major areas:

· Crew-Centered Planning.  For all manned missions to date activity plans and sequences have been created and validated on the ground and then uplinked to the crew.  For long-duration missions, as well as for operation beyond the earth-moon neighborhood it is clearly necessary that the locus of control migrate to the onboard crew.


· Autonomous Mission Operations.  Automation for mission operations is a broad category of capabilities that includes: health and safety monitoring, anomaly recovery, science analysis and optimization, dynamic planning, onboard robust execution, automated crew training, and logistics and inventory.
· Multi-system Coordination and Collaboration.  Many future NASA missions involve multiple spacecraft or surface vehicles.  This includes missions ranging from interferometers, to spacecraft constellations, to mixed human-robotic surface operations.  In all cases it is necessary for the human and automated systems across the vehicles collaborate to achieve the overall mission objective.
· Human Automation Interaction.  In almost all cases, automated systems developed by NASA will function in collaboration with humans and/or under human supervision.  Thus a critical component of system design, interface design, and operation concepts will be the interfaces and processes used for human automation interaction.  This is a broad area that includes rapid situational awareness, mixed-initiative planning and scheduling, multi-modal interfaces (visual, spoken, tactile, etc.), and other areas.
2.1.2. Benefits and relationship to missions and to strategies

Manned missions today rely fundamentally on large ground teams.  For station roughly 500,000 commands are uplinked annually to control all station systems.  In most cases these commands are keyed in and uplinked individually by ground personnel – support for uplinking command sequences to be executed as a sequence, or at a later time, is minimal or non-existent.    For Mars exploration it is a clear requirement that the locus of control migrate to the onboard crew.  Given the time demands on crew time this will clearly require extensive automation.  For CEV and lunar missions automation is necessary to reduce the risks associated with repetitive human entry of commands, to reduce operations costs, and to prepare for more distant operation.

For unmanned missions automation can reduce risks, increase science return, and reduce costs.  Risks are reduced both because automated systems can enforce flight rules that may be more informally enforced by manual processes, and because automated systems can be subjected to formal verification protocols.  Science return can be increased by considering many more possible activity plans than humans have time to work through.  For example, the automated activity planner used for the MER rovers is estimated to have increased science return by 20-40% vs. manual planning.  Finally, as missions run for longer periods of time, and involve constellations of spacecraft, it becomes increasingly important to use automation to reduce operations costs.
2.1.3.  Timeframe for deployment 
See table A below
2.1.4. Metrics and major requirements
See table A below

2.1.5 Current state of the art/practice

See table A below

2.1.6. Demonstration and precursor mission(s)

See table A below
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Table A: Time frame, metrics, SOA, and Precursor Missions for Crew-Centered and Remote Operations.

2.2  Integrated Systems Health Management 

2.2.1. Summary description and major component technologies 

Integrated Systems Health Management (ISHM) is a system engineering discipline that addresses the design, development, operation, and lifecycle management of components, subsystems, vehicles, and other operational systems with the purpose of maintaining nominal system behavior and function and assuring mission effectiveness under off-nominal conditions.

NASA missions are often conducted in extreme, unfamiliar environments of space, using one-of-a-kind spacecraft. In these environments, off-nominal conditions can develop frequently and rapidly escalate into mission-threatening situations. Traditional fault protection methods are designed prevent fault propagation and further damage, yet they stop short of automatically restoring mission capability.  ISHM, on the other hand, enables robust, automated recovery from failures.  As such, ISHM is a critical element of risk mitigation, mission safety, and mission assurance for space exploration. 

Major component technologies of ISHM are listed in Table 1 below.

	Design of Health Management Systems
	Real-Time Systems Health Management
	Informed Logistics

	· Testability

· Sensor selection and optimization

· Function-ISHM codesign tools

· ISHM system integration

· Verification and validation of ISHM systems
	· Fault protection

· Redundancy management

· Fault detection, isolation, and recovery

· Failure prediction 

· Robust control under failure

· Operator interfaces
	· Failure modeling

· Prognostics

· Troubleshooting assistance

· Maintenance planning

· Data collection and analysis


2.2.2. Benefits and relationship to missions and to strategies

From a real-time spacecraft systems management perspective, ISHM enables:

· Mitigation of failures with short time to criticality,

· Robust execution of critical maneuvers,

· Self-sufficient, crew-centered operations, and

· Missions in harsh environments.

From an operations perspective, ISHM enhances long duration missions and ground operations (e.g., logistics, vehicle testing and checkout, etc.). 

Additional benefits of ISHM include increased crew and payload safety, reduced maintenance costs for reusable systems (e.g., condition-based maintenance), and increased science return by increasing mission readiness of spacecraft.

2.2.3. Timeframe for deployment 

There is no single timeframe for deployment of ISHM capabilities.  Rather, ISHM capabilities will mature and increase in sophistication with each generation of NASA spacecraft.  Some key capabilities, related mission requirements, and TRL 6 need dates are listed in Table 2.

	Capability
	Mission Requirements
	TRL 6

	Function-ISHM codesign tools
	All complex spacecraft that interact with harsh or unfamiliar environments
	2009

	Model-based fault detection, isolation, and recovery
	All complex spacecraft; long-duration missions
	2009

	Verification and validation methods for model-based ISHM
	Most critical for missions that will depend on model-based autonomy, e.g., missions in harsh, remote environments; missions that require robust control (e.g., interferometry)
	2009

	Automated vehicle checkout
	Sample return missions
	2009

	ISHM for robotic exploration
	Robust control for remote drilling and long-distance surface mobility; sample return missions
	2011

	Robust fault-adaptive control 
	Autonomous probes; sensor systems for extended reconnaissance
	2012+

	Spacecraft performance assessment and prognostics
	Long-duration missions
	2012+


2.2.4.  Metrics and major requirements

Major requirements for ISHM are listed above in Table 2.

Major metrics for ISHM technologies are listed in Table 3 below.

	Design of Health Management Systems
	Real-Time Systems Health Management
	Informed Logistics

	· % testability of critical failures

· sensor redundancy
	· Ambiguity group size

· Latency

· Sensitivity and specificity

· Sensor durability

· Sensor power consumption
	· Prognostic accuracy

· Predictive lead time

· Predictive sensitivity and specificity


2.2.5.  Current state of the art/practice

In design of health management systems, state of the practice involves design of health management function after the functional design is complete.  This often results in lack of sensor coverage for health management needs.  NASA does not use specialized tools for sensor selection and optimization.  State-of-the-art is defined by the Joint Strike Fighter program that has made substantial investments during the design stage for the purpose of maintainability and lifecycle cost reduction.

In real-time health management for robotic spacecraft, the state-of-the-practice is redundancy management and fault protection.  These capabilities provide mission continuity (while redundancy is available) and prevent further damage.  However, they do not restore lost functionality or reverse failures.  State-of-the-art in automated fault diagnosis and recovery has been demonstrated by ARC and JPL on the Deep Space 1 (1999) and Earth Observing 1 spacecraft (2004-current).  

NASA has no informed logistics practices.  State-of-practice is condition-based maintenance practices in military and civilian aviation.  State-of-the-art is the informed logistics infrastructure that is being developed for the Joint Strike Fighter.

2.2.6.  Demonstration and precursor mission(s)

As stated above, ISHM capabilities will be deployed incrementally, improving capabilities with each generation of spacecraft.  Other risk reduction opportunities include:

· Integrated technology risk reduction demonstrations;

· Earth analog missions;

· Spacecraft-like testbeds (e.g., high performance aircraft that expose ISHM systems to vibration, temperature, and acceleration environments partly representative of space flight);

· Demonstrations on technology demonstrator missions (e.g., DS-1);

· Demonstrations on end-of-life spacecraft (e.g., EO-1 or GP-1).

2.3 Autonomous Vehicle Control
2.3.1   Summary description and major component technologies:

This capability encompasses software and information technologies associated with the control of air and space vehicles during situations that demand significant autonomy. We define “autonomy” as the performance of activities by manned or unmanned vehicles without Earth-based operators in-the-loop. That is, “autonomous” implies remote closed-loop behavior, but does not necessarily imply fully-automated behavior. In particular, autonomous vehicle control capabilities are necessary to perform critical mission activities where time-sequenced or ground-in-the-loop control is impossible or impractical. Major component technologies have been identified for 5 specific sub-capabilities:
· Autonomous Rendezvous and Docking
· Automated target acquisition and tracking

· Algorithms for safe approach, proximity operations and capture/docking
· Autonomous Orbital Insertion, Maintenance and Modification
· Automated body-relative navigation and maneuver planning

· Algorithms for autonomous aerobraking and aerocapture
· Autonomous Entry Descent and Landing
· Robust sequences for precision/pinpoint landing

· Algorithms for hazard avoidance
· Autonomous Launch Systems
· Automated launch preparation, initiation and abort

· Algorithms for attitude control in remote atmospheres
· Autonomous Control of Unmanned Air Vehicles
· Robust reconfigurable flight control systems
· Onboard planning and coordination

2.3.2.  Benefits and relationship to missions and to strategies

See Table 10.3.1, “Benefits” column.

2.3.3.  Timeframe for deployment

See Table 10.3.1, “CRL7 Timeframe” column.

2.3.4.  Metrics and major requirements

See Table 10.3.1, “Metrics/Reqs” column. 

2.3.5.  Current state of the art/practice

See Table 10.3.1, “SOA/SOP” column.

2.3.6. Demonstration and precursor missions

See Table 10.3.1, “Demo/Precursor Mission” column.

Table 10.3.1.  Sub-capabilities for Autonomous Vehicle Control
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pilot for nominal flight 

paths, Ground-based 

coordination of multiple 

UAVs, Adaptive/morphing 

wing control 

HALE Remotely 

Operated Aircraft, 

Mars airplane, 

Planetary 

aerobots


2.4.  Autonomous Process Control
2.4.1. Summary description and major component technologies 

Autonomous process control encompasses the automation of mission-critical systems that, in terrestrial analog applications, require continuous human monitoring and intervention.  Examples include process control for closed-loop life support, nuclear reactors, drills, ISRU plants, and many other systems.  For un-crewed missions, the requirement for automated process control is driven both by the communication latencies inherent in deep-space operations, and the need to minimize operations costs.  For crewed missions, automation is driven by the reality that crew time will inevitably be in short supply and routine process control will necessarily be carried out either automatically or by the ground team.

· Process control for life support.  Monitor and control of the life support systems required to maintain long term habitability in closed environments.  This includes management of air, water, and other critical cycles.  The key requirement in this area is to maintain crew safety while minimizing routine demands on crew time, minimizing the role of ground teams (to reduce costs and enable later operation on Mars), and minimizing material buffers (e.g., auxiliary oxygen tanks).

· Process control for ISRU. Monitor and control ISRU equipment so as to maintain safety and efficacy while minimizing routine demands on crew time, and minimizing the role of ground teams (to control costs and enable later operation on Mars).  For precursor missions, and ideally crewed missions as well, this includes automated fault recovery.

· Process control for nuclear reactors.  Monitor and control nuclear reactors – particularly including fault recovery.  For crewed missions this means minimizing the time demands on both the flight crew and the ground crew while maximizing safety and efficiency.  For unmanned missions this means minimizing the time demands on ground crews and ensuring safe operation far from Earth (e.g., outer planets).

· Process control for drilling.   Monitoring and control of low-mass drills for both scientific exploration and ISRU.  This includes automated management of the drilling process, automation of routine operations, and fault recovery.

· Plug and play controllers.  Modular controllers capable of robustly controlling a broad range of robotic and other systems (rovers, UAVs, spacecraft thrusters, etc.) with little or no development time or cost.
· Smart systems.  System-level automation and intelligence for power, propulsion, thermal, communication, GN&C (guidance, navigation, and control), C&DH (command and data handling), and other systems
2.4.2. Mission Impacts / Benefits
· Process control for life support.  Operations for Station require a large ground team sending up roughly 500,000 commands yearly.  A major activity of this ground team is the monitoring and control of life support equipment.  Challenges in Lunar and Mars exploration include moving from semi-closed (with significant materials coming up from earth to Station) to closed loop life support, and minimizing the role of the ground crew.
· Process control for ISRU. ISRU plants are essentially chemical plants, but they will be operating in incompletely understood environments and acting on incompletely characterized raw materials.  Further, unlike chemical plants on earth, there will generally be no on-site operations staff managing ISRU plants – in early experiments humans will be seconds of light time (Lunar) to tens of minutes (Mars) away from the operations.  Thus automated systems will be required to both monitor and control routine operations and recover from a broad class of failures.  
· Process control for nuclear reactors.  Even in naval applications, current nuclear reactors are continuously monitored and controlled by technicians.  Space applications will require zero gravity autonomous operation that cannot be fully tested before launch.  Robust process control is thus a mission critical technology.
· Process control for drilling.   Drill control is a challenging problem – particularly when water cannot be used to cool and lubricate the bit (as is done on earth), when stratigraphy is not known, and when control must be automated (due to communication latencies).    Further, anomalies can wreck a drill string in seconds to minutes so beyond the earth-moon neighborhood automated process control is a mission critical technology. 
· Plug and play controllers. Increased modularity and reusability.  Reduced development time, cost, and risks.

· Smart systems.  Reduced operations costs for operations in the earth-moon neighborhood.  Enabling for crew-centered operations for long-term lunar habitation and crewed missions to Mars.
2.4.3.  Timeframe for deployment 
See table X below
2.4.4. Metrics and major requirements
See table X below

2.4.5. Current state of the art/practice

See table X below

2.4.6. Demonstration and precursor mission(s)

See table X below
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Demonstrations required on Station 
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hours of crew time 
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monitoring, control, and 

fault recovery.

Component technologies 
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autonomous process 

control for ISRU have been 

done to date.

Demonstrations required by RLEP and 

during lunar short stay missions.

Process 

Control for 

Nuclear 

Reactors 2015

Number of commands 

uplinked by ground 

controlers during routine 
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Demonstration required by RLEP or 

Mars Program

Plug and Play 

Controllers 2012

Number of spacecraft 

systems that can be 
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standardized reusable 
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Controllers are developed 

individually for each systemNot required

Smart 

Systems 2020

Number of commands 

uplinked by ground 

controlers during routine 

operations.  Number of 

hours of crew time 

required for system 

monitoring, control, and 

fault recovery.

500,000 commands per 
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Low to Mid TRL 
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and CEV to prove technology for lunar 
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Table X: Time frame, metrics, SOA, and Precursor Missions for Process Control.

2.5.  Robotics for Solar System Exploration
2.5.1. Summary description and major component technologies 

This capability encompasses technologies needed for both unmanned and manned science and exploration missions on, or near, lunar and planetary surfaces throughout the solar system.  It covers autonomous capabilities for navigation, sensing, manipulation, and science, as well as capabilities for human-robot interaction.  The capabilities in this area are enabling for unmanned science and exploration missions and are enhancing for manned exploration missions, in terms of safety, dependability, and efficiency,.

The major components identified under this capability are:

· Autonomous mobility and access:
· Exploration of large (multi-kilometer) regions
· Planning and execution for sub-surface access (both shallow and deep probes)
· Access to high-risk/high-payoff sites such as cliffs, canyons, and craters

· Aerial survey
· Navigation on small bodies

· Autonomous instrument deployment:
· Autonomous target selection for both landed and mobile platforms
· Precision instrument placement
· Automatic data collection and validation
· On-board autonomous science:
· Autonomous understanding of science data
· Autonomous perception, analysis, planning and execution for science objectives
· Human-robotic field science:
· Performing high-level field science, with or without presence of humans
· Planning and execution techniques for site characterization, mapping and survey
· Planning and execution for sample acquisition, processing, handling, and containment
· Human-robot interaction:
· Ground based teleoperation
· Proximate telepresence 

· Shoulder-to-shoulder interaction
2.5.2. Benefits and relationship to missions and to strategies

Robotic mobility, instrument deployment, and sample access are enabling for many planetary science and exploration missions by providing access to places where it would be impossible, or too dangerous or expensive, for humans to visit.   Higher levels of autonomy are needed to fulfill ambitious exploration goals.  Rovers must not only travel autonomously faster and further, they must be capable of accessing much more rugged environments.  To increase science productivity, robotic explorers need to plan and execute complex tasks, using on-board sensors to detect, sample, analyze targets autonomously, return data products that will be of the most interest to scientists, and be aware of (and capable of handling) unexpected science opportunities.
Robotic scouts and assistants are enhancing for manned exploration by replacing humans on some tasks and working along with them on others.  Using robot scouts to perform basic reconnaissance tasks such as site characterization, survey, and mapping will reduce the workloads of humans and lessen the dangers inherent in accessing previously unexplored territory.  For exploration tasks in which humans must be involved, robot assistants can be used for tedious and/or dangerous tasks.  While the primary purpose is to increase safety and lessen workload, the use of robots on human exploration missions may also serve to reduce mission manning levels.

2.5.3. Timeframe for deployment 

Because of the importance of robotic exploration missions, NASA currently has some level of research activities in many of the capability areas described above.  For instance, ground-based teleoperation is already being used in missions, although additional investment in visualization and verification of command sequences would be prudent. Nevertheless, significant research and development will be necessary to support the types of missions envisioned by NASA.  Table 10.5.1 lists some key capabilities, TRL 6 need dates, and major requirements.

Table 10.5.1.  Timeframe and Major Requirements for Solar System Exploration Robotics

	Sub-Capability
	TRL 6
	Major Requirements

	Exploration of large regions
	2009


	Autonomous traversal of 10’s of kms over diverse and rugged terrain; Long-distance planning; Self-protecting

	Sub-surface access
	2013
	Access and sample acquisition at shallow depth (cms), deep depth (10’s of ms), and through thick ice (100’s of ms)

	Aerial survey
	2015
	Control of planes and balloons; Autonomous traversal of 100’s of kms; Robust navigation in three dimensions

	Autonomous instrument deployment
	2013
	Single-command instrument placement; Sensor-guided dexterous manipulation; Autonomous collection and validation of instrument data

	On-board autonomous science
	2013
	Autonomous data understanding and analysis

	Human-robotic field science
	2020
	Autonomous sample acquisition and processing; Site characterization, mapping, and survey

	Proximate telepresence
	2010
	High situational awareness through multi-modal feedback; Intuitive control; Self-protecting

	Shoulder-to-shoulder interaction
	2025
	Natural multi-modal interaction (e.g. speech and gesture); Cooperative behavior; Activity and plan recognition; Safeguarding of humans 


2.5.4.  Metrics and major requirements

Major requirements for key sub-capabilities are presented in Table 10.5.1.

Metrics for those sub-capabilities are presented in Table 10.5.2.

Table 10.5.2.  Metrics for Solar System Exploration Robotics

	Sub-Capability
	Key Metrics
	SOA
	Target

	Exploration of large regions
	Distance traveled per day

Difficulty of terrain that is accessible
	100m

VL1
	1 km

> VL2, cliffs

	Sub-surface access
	Drilling depth
	few cms
	10-20 ms

	Aerial survey
	Distance traveled per day
	<1 1km
	10 km

	Autonomous instrument deployment
	Autonomously controlled manipulator degrees of freedom

Command cycles per datum collected
	7

3-6
	10’s

1

	On-board autonomous science
	Command cycles per sample analyzed
	dozens
	1

	Human-robotic field science
	Command cycles per sample acquired

Command cycles per sample processed

Command cycles to survey/characterize site
	dozens

dozens

>100


	1

1-2

<20



	Proximate telepresence
	Number robots supervised per human

Reduction in astronaut EVA time
	<<1

5%
	3-5

70%

	Shoulder-to-shoulder interaction
	Percent interactions interpreted correctly by robot

Reduction in astronaut EVA time
	~60%

0%
	95%

30%


2.5.5.  Current state of the art/practice
The current state of the practice for key sub-capabilities is presented in Table 10.5.2, where it can be compared against target values.  In some cases, more sophisticated, state of the art capabilities have been demonstrated in the lab, or in limited field trials (e.g., longer distance autonomous navigation, autonomous aerial flight, and telepresence control).
2.5.6.  Demonstration and precursor mission(s)

Potentially relevant missions for demonstrating capabilities of robotics for solar system exploration are presented in Table 10.5.3.
Table 10.5.3.  Demonstration Missions for Solar System Exploration Robotics

	Capability
	Demonstration Missions

	Autonomous Mobility and Access
	Robotic Lunar Exploration

Mars Science Lab

Mars Deep Drill; Europa Cryobot

Venus Aerobot; Mars Airplane

	Autonomous Instrument Deployment
	Mars Science Lab

Astrobiology Field Lab

	On-Board Autonomous Science
	Robotic Lunar Exploration

Astrobiology Field Lab

Mars Sample Return

	Human-Robotic Field Science
	Robotic Lunar Exploration

Human Lunar Exploration

	Human-Robot Interaction
	Human Lunar Exploration

Mars Human Precursor


2.6. Robotics for Lunar and Planetary Habitation
2.6.1. Summary description and major component technologies

Robotic capabilities are instrumental in preparing for human habitation, maintaining surface habitats, providing support for human surface operations both in-habitat and in the field, and aiding in the collection of in-situ resources for human habitation.
Robotic capabilities in lunar and planetary habitation make long-term habitation feasible by greatly reducing risk and cost.
Four specific sub-capabilities comprise Robotics for Lunar and Planetary Habitation:
1 Human-robot interaction: Human-robot task allocation, robotic teleoperation, remote supervisory control, etc.
2 Field logistics and operations support: materials & equipment transport & warehousing
3 In situ resource production: robotic support to extraction, transport, manufacturing
4 Site development and maintenance: survey, excavation, initial construction, resource deployments, inspection, repair, assembly, materials transport and warehousing
Human-robot interaction, including adjustable autonomy and visualization for human supervision
Humans must operate and supervise robotic and human-robot team systems, from direct robot teleoperation in close quarters and over long distance to remote supervisory strategic commanding and guidance, including human/robot task allocation, flexible multi-team member task allocation, adjustable autonomy, and supervision of work crews.  Robotic hardware and interaction software must be sufficiently flexible for this full range of human control to be effectively expressed across a range of human-robot control distances and in both local and remote contexts.

Field logistics and operations support, including networking, robotic access, long-distance navigation and planning
In order to enable material transport, refueling, equipment transport, long-distance exploration, field science and other activities, technology must enable mobile networking, remote telepresence for mixed local-remote exploration and science teams; robotic access to otherwise inaccessible extreme terrain, autonomous planning, execution and control for long-distance and long-term operations and intelligent energy management for hybrid power systems.  Highly reliable long-distance traversal demands conjoining robotic technologies in mobility and exploration with network technologies for dynamic and hybrid communication relays.

Robotics for ISRU, including excavation, facility setup, and ISRU system management
Robotics will play a critical role in supporting both precursor and ongoing activities for ISRU, including facility setup (piping setup, tracking assembly, site preparation); site terrain shaping and excavation for both teleoperated and autonomous robotic team large-scale excavation / terrain shaping; and system-level ISRU feedback, maintenance, inspection, adjustment and control.  The expected complexity of ISRU management is sufficient that, when coupled with the desire to minimize cost and risk to humans, there will be strong incentive for partial automation of the ISRU factory system during setup and during ongoing operation.  A number of robotic technologies, from manipulation to sensing and diagnosis, are required for such partial automation and cost savings to be realized.
Site development & maintenance, including site survey, manipulation, defect detection
From initial site survey, initial construction and resource deployments and collection to ongoing inspection, repair and regular maintenance operations, robotics will provide support for site development and long-term maintenance.  Robotic technologies will include dexterous manipulation, perception, resource collection and warehousing control, site clean-up, site survey and visualization and visualization, parts collection and preparation for construction, communication and navigation infrastructure deployment.  It is plausible that site development strategies will be co-developed with robotic deployment systems, so that habitat set-up and maintenance, for example, is a systems engineering design problem that incorporate both launch constraints, robotic setup constraints and logistical habitat needs into each design cycle.
2.6.2. Benefits and relationship to missions and to strategies

Robotic ISRU, robotic precursor preparation and ongoing robotic mission support are enabling for length of stay targets and operational cost targets due to impact on sustainability and affordability.  Human safety is enhanced through precursor robotic site preparation.  Field operations productivity is enhanced through robotic “mule” support and robotic mobile communication networking.  Astronaut productivity is enhanced by lowering maintenance and inspection overhead assigned to human crew.  Ground-crew interaction productivity is enhanced by improved human-robot interfaces.  Overall, robotic technologies for lunar and planetary habitation are enabling through significant decreases in risk and cost, as necessitated to make operations practicable.
2.6.3. Timeframe for deployment

Critical development milestones for this technology center around Spiral 2, and specifically within experiments and missions involving short and long duration robotic and human stays on the lunar surface.  The table below breaks out timeframe based on sub-capabilities described in Section 1. 
	Deliverable
	Timeframe
	Drivers
	Cost

	Human-robot interaction
	2010 CRL7 for 2015 Spiral 2
	Lunar Lander, Surface Ops
	$30 - $100M to include integrated trials and feedback cycles, multi-center interaction platforms

	Field logistics and operations support
	2012 CRL 7 for 2015 Spiral 2
	Lunar Surface Habitat
	$30 - $100M to include field logistics, mobile networking, telepresence engineering, energy management, etc.

	Robotics for ISRU
	2012 CRL 7 for 2015 Spiral 2
	Lunar lander, Mrs ISRU experiment
	$100 - $300M to include design for extraction, transport, site assembly, ISRU robotic feedback, control, maintenance

	Site development and maintenance
	2014 CRL 7 for 2015 Spiral 2+
	Surface Ops, Spiral 3 Lunar/Mars sfc habitat
	$100 - $300M to include site survey & maintenance s/w, repair and maintenance robotics, construction and assembly robotics, dexterous manipulation, perception, control, visualization.


2.6.4. Metrics and major requirements

Metrics relating to robotics for lunar and planetary habitation measure both productivity of surface operations a well as reduction in human workloaded afforded by robotic system elements.  Reduction in human workload can be directly correlated with reduction in cost and reduction in risk to human life.

	Metric
	Technology /
Sub-Capability
	SOA
	Target Value

Fig of Merit
	Need Date

	# human interventions per task
	Site development & maintenance
	> 10
	< 3
	2012

	Structural connections per hour
	Site development
	< 10
	> 30
	2015

	Average distance navigated per human intervention
	Field logistics and operations support
	<100m
	1000m+
	2020

	Proportion of navigation goals achieved
	Field logistics and operations support
	96% (MER)
	99%
	2020

	% reduction of human cognitive load
	Human-robot interaction
	<< 10%
	25%
	2008 (OASIS)

	Maximum parallel human-robot supervisions
	Human-robot interaction
	~ 1
	3+
	2020 (Mars)

	Cubic meters excavation per hour
	Robotics for ISRU
	?
	?
	2015

	·  
	·  
	·  
	·  
	·  


2.6.5. Current state of the art

State-of-art can be indirectly measured from sub-capabilities with terrestrial deployment, TRL6 and below, broken out by sub-capability as summarized in Section 1:
Site development: Autonomous robotic excavation and site shaping has been demonstrate by joint CMU – Caterpillar front loader system.
Site development: Communication infrastructure deployment by various university research groups in the DARPA Centibots program has set up networks using robot teams in unexplored urban areas.
Site maintenance: Dexterous manipulation under teleoperation has been demonstrated in analog environments by both Ranger and Robonaut research teams with astronaut glove-level dexterity and 6x slowdown.
Field logistics and operations support: Long-distance autonomous navigation has been demonstrated on the order of 100km total distance traveled.
Field logistics and operations support: Architectures for perception, planning and control have demonstrated efficacy in Mars-analog tests at JPL and Ames.
Human-robot interaction: No identified sub-capability has demonstrated significant present-day success.
Sub-capability current state-of-art offers information in regards to the capability gap between existing terrestrial efforts and the level of performance required for lunar and planetary surface habitation.
	Sub-Capability
	Technology
	Current CRL
	Required CRL
	Driver
	Need Date

	Site development & maintenance
	Site Survey & Visualization
	3-5
	6
	Spiral 2
	2015

	 
	SIFT-based Visual detection
	3-5
	6
	Spiral 2
	2015

	Site maintenance
	SIFT-based Visual defect detection
	3-5
	6
	Spiral 2
	2015

	Field logistics & operations support
	Integrated planning & execution systems
	2-4
	6
	Spiral 2,3
	2010

	 
	Reliable Atomic Robot Behaviors
	2-5
	6
	Spiral 2,3
	2010

	 
	MER long-range rover navigation
	[+]
	6
	Spiral 3
	2025


	Sub-Capability
	Technology
	Current CRL
	Required CRL
	Driver
	Need Date

	 
	 
	 
	 
	 
	 

	Human-robot interaction
	Agent-based Human-Robot Interface Arch.’s
	4
	6
	Spiral 2
	2008

	 
	Dexterous manipulation teleop interfaces
	4-5
	6
	Spiral 2
	2008/2012

	Robotics for ISRU
	Terrain Shaping
	2-5
	6
	Spiral 2, Mars ISRU exp
	2010/2010+

	 
	Facility setup, ISRU management
	2-3
	6
	Spiral 2, Mars ISRU exp
	2012

	 
	 
	 
	 
	 
	 


The below table breaks out technological gaps by technology rather than sub-capability, providing another slice for viewing disparity between terrestrial efforts and those needed for robotics for lunar and planetary habitation:
	Technology
	Components
	Candidates
	Current TRL
	Key Gaps
	Need Date

	Integrated Planning & Execution Systems
	 
	Three-tiered planning, sequencing and executive systems
	2-5
	Flexibility, Scale
	2010

	Agent-based Human-Robot Interface Architecture
	Architecture, Dialogue handling, Comm. Network
	KQML message-passing semantic protocols for agent interoperation
	4-5
	Field trialing
	2008

	Reliable atomic robot behaviors
	Sensor and actuator logic
	Numerous in research
	2-5
	Robustness, Predictability
	2010

	Terrain shaping
	Excavation, soil planning, handling
	Scanner-based topology modeling and scanning plus force-controlled 2 DOF excavation
	4-5
	Robustness, field trialing
	2010/2020

	Site Survey and Visualization
	Safe approach, tracking, planning
	Single cycle instrument placement
	5-6
	Remote site broad survey
	2015

	Vision-based defect detection and Object recognition
	Object modeling, training, tracking
	Spatially invariant visual feature tracking
	3-5
	Robustness, illumination
	2015

	Dexterous manipulation teleoperation interfaces
	 
	Human-level high DOF teleoperation robots
	4-6
	Control lag, robustness, cost
	2012

	Long-range autonomous navigation
	 
	Visual odometry-based closed loop navigation
	5-6
	Workload
	2020


2.6.6. Demonstration and precursor missions

The following list identifies major demonstration and precursor missions as well as first-class missions that provide opportunities for proving robotics technologies for habitation as well as missions that demand these technologies in order to achieve their goals:

Manned Missions

Spiral 2:  2015-2020  CEV LLO and EVA lunar surface ops
Robotic precursor surface operations
Spiral 3:  2020  Lunar surface habitat
Human/Robotic habitat preparation, maintenance and repair
Human/Robot field operations and ISRU experiments
Spiral 5:  2030+  Martian surface habitat and exploration
Human/Robotic habitat preparation, maintenance and repair
Human/Robot field operations and ISRU
Un-manned Missions

Lunar robotic missions 2016
Mars ISRU experiment: 2017
Mars precursor missions for habitat construction 2025+
2.7.  Robotics for In-Space Operations
2.7.1.  Summary Description and Major Component Technologies

This capability provides high fidelity, remote manipulation from on orbit platforms and vehicles or ground control sites on Earth, the Moon or Mars.  Such remote functions include detailed inspection, and dexterous assembly and maintenance of transfer vehicles, space structures, and unmanned satellites. The robotic systems that perform these functions can work separately or as part of human/robot teams.  Through coordinated control and command by remote ground personnel or proximate astronaut crew, EVA can be significantly reduced and work productivity greatly enhanced.   As such, these technologies are critically enabling for future human-robotic exploration.  Application scenarios are quite diverse, with broad utility to orbital platforms/infrastructure, exploration, and science functions. 

The overlapping component technologies that together provide the capabilities for In-Space robotic inspection, assembly, maintenance and In-Space human/robot teaming are: 

Detailed Inspection, Access for Inspection, Connecting for Assembly, Staging for Assembly and Maintenance, Dexterous Manipulation/Human Rated Interface Manipulation, and Low Reaction Force Mass Manipulation/Locomotion.

2.7.2.  Benefits and Relationships to Missions and Strategies

A new and appropriate emphasis has been placed on Inspection in the aftermath of the Columbia accident.  All future manned missions will include significant time for vehicle inspection impacting both crew and mission control operations and this includes access to inspection areas that can not be viewed from the surface of a vehicle.  In-Space Robotic Inspection under both supervisory and autonomous control will keep costs down, save valuable crew time and provide the increased inspection precision that will enable future vehicle and crew safety.  

In-Space Robotic Assembly is enabling for building exploration systems too large for single launch – solar tugs, large telescopes, Lunar/Mars transport vehicles, etc.…  The Shuttle and Station manipulators can bring together large modules to form a vehicle but, crew has to make final connections for fluid, power, and communications.  A robotic capability to make these final assembly connections will allow vehicle completion prior to crew arrival, enhancing mission safety and over time, resulting in a proven capability that will reduce mission costs. 

In-Space Robotic Maintenance shares many of the technological challenges of assembly. All long duration manned space vehicles that require maintenance will require human interfaces or special tooling to interface with robotic interfaces. A robotic capability for manipulating human rated interfaces would eliminate the need for custom robotic interfaces and special tooling to make robotic interfaces compatible with EVA gloves.  Similarly, Space Station planned robotic maintenance is limited to removal and replacement of boxes with robotic interfaces.  A future robotic staging capability for assembly and maintenance appropriate to more modular and re-configurable, and therefore more capable, space systems will incorporate removal of numerous parts, ordering, temporary stowage, part preparation for removal and insertion, etc….  

In-Space Robotic Assembly and Maintenance of fragile, gossamer structures, such as very large solar arrays or large aperture telescopes (>10 meters) offer a unique challenge. A robotic capability for transporting material, dexterous or specialized robots, or possibly crew will apply minimal loads to prevent damage to these orbital platforms during construction and servicing missions.

Human-Robot Teaming is a generic capability designed to reduce EVA crew time for all missions.  Providing robot assistants that can perform more of the lower skill tasks that are part of EVA operations will free the crew person to be more productive, allowing for shorter or less frequent EVAs. These activities include worksite setup, relocating equipment and crew, tool acquisition, holding objects in place, tether management, and stowage.

2.7.3. Timeframe for Deployment, Metrics 
	Metric
	Technology /
  Sub-Capability
	Target Value
	Need Date

	Time to Inspect CEV for external structural damage
	Autonomous Free Flyer/Structural Inspection
	2 hours
	2009

	Time to Inspect CEV engine Nozzle
	Tendril Robot/Inspection Access
	30 Minutes
	2009

	Percentage of Robotic connector Mating for Lunar Vehicle
	Specialized End Effector/Assembly Connecting
	80%
	2010

	Percentage of Robotic Maintenance on Lunar Vehicle
	Multi-fingered Hands/Dexterous Manipulation 
	90%
	2010

	Percentage of tools used by Robot and EVA
	Multi-fingered Hands/ Human-Robot Interface Commonality
	95%
	2010

	Successful Robotic Telescope Repair
	Dexterous Manipulators/ Maintenance Staging-Connecting
	1
	2016

	Force Level while transversing a Gossamer structure
	Crawler robots/ Mass manipulation on Gossamer Structure
	< 2 N
	2020


2.7.4.  Metrics

See section 2.7.3 above.

2.7.5. Current State of the Art for In-Space Robotics
	Capability
	State of the Art

	Inspection
	Predominately human visual inspection through cameras on Shuttle and Station Arms. 

Japanese Shuttle Flight experiment  - surface flaw detection

	Assembly
	Shuttle and Station Arms moving relatively large masses

	Maintenance
	Japanese Free Flyer Experiment – Maintenance Like Tasks

	Human/Robot Teaming
	Crew Positioning using Shuttle, Station arms

Release and re-capture of free flyer AERCam/Sprint

Human finalizing mating after arms dock large payloads


2.7.6. Demonstration and Precursor Missions
The International Space Station is the perfect environment for demonstration missions for validating Robotics for In-Space Operations.  Varied surface areas and hard to reach areas are available to test inspection capabilities.  Assembly experiments can be performed on pallets attached to the station truss structure. Approximately half of the Orbital Replace Units can only be manipulated by EVA crew providing an opportunity for highly dexterous/human interface rated robotic maintenance.

2.8.  Robust Software
2.8.1. Summary description and major component technologies 

Because computing systems are the most cost-effective means of implementing a broad spectrum of mission capabilities, there is a firmly established historical trend of exponentially increasing size and complexity of NASA flight software systems over the years; across manned space, unmanned space, and aviation.  However, without advances in robust software engineering for flight systems, these increasing capabilities embedded in software come at a significant reliability risk, as well as increasing cost and schedule. 

The following component technologies provide both a near-term increase in reliability, an intermediate-term decrease in cost and schedule, and a longer-term capability for verification and validation of the new software-embedded capabilities needed for space exploration:

Advanced testing and analytic tools: enables covering  order(s) of magnitude more scenarios and tests without increasing cost and human labor. Analytic tools will provide guaranteed assurance of absence of many software and software/system error classes.

Verification and Validation Methods for Autonomy and Adaptive Systems: technologies for verification and analysis to ensure reliability of capabilities for software-enabled autonomy and adaptation in space missions.

Fault Tolerance for computing faults: technologies that provide a last line of defense for computing faults. Includes smart redundancy, software-enabled hardware radiation tolerance, fault containment, and graceful software fault recovery.

Model-based software development: technologies for certifiable and automated software generation from engineering design models and requirement specifications. Methods for cost-effective maintenance, upgrade, and recertification.

Predictive Models of software engineering components, methods, and technologies:

Testbeds for calibrating software engineering  components, methods, and technologies for aerospace applications along many dimensions. Development of a predictive engineering model for software technologies in space applications.
2.8.2. Benefits and relationship to missions and to strategies

Software is the primary implementation medium for system integration and increasingly for system-level capabilities in space missions. The primary benefit of Robust Software is ensuring reliability. Unmanned space missions have failed due to software-related defects, and manned missions have suffered software-related system failures, so far in non-critical mission phases. The secondary benefit is in cost and schedule for space mission development. Specific benefits for missions include the following:

•  Advanced Testing: as flight software exceeds one million source lines of code for the next generation of missions, unaided human labor for testing all combinations of mission scenarios and software executions becomes unmanageable. Automated testing and analysis will enable cost-effective reliability.

• V&V of Autonomy: NASA has pacing needs in autonomy capabilities due to mission length, light-time delays, radiation, low tolerance for risk, and drive towards reduced mission operation costs. Verification and validation methods need to be developed in parallel with these capabilities in order to make them reliable.

• Computing Fault Tolerance: fault tolerance is needed as last line of defense for residual software defects and for more cost-effective handling of hardware faults.

• Model-based software development: The benefit of this technology is for software that is cost-effective to develop and maintain over a mission lifecycle, and across missions, including migration of software to new flight processors and avionics architectures as hardware technology improves. 

• Predictive Models of software engineering: The tradespace for aerospace computing systems solutions is currently not well understood. This technology reduces the uncertainty in choosing mission software technologies and reduces risk in incorporating new technologies. 
2.8.3. Timeframe for deployment 

Robust Software capabilities can be used as soon as developed, though some missions are drivers in terms of needed capabilities. Key capabilities, related mission requirements, and TRL 6 need dates are listed in Table 1.
	Capability
	Mission Requirements
	TRL 6

	Advanced Testing
	Flight software in range of millions of lines of code, particularly software with significant system integration functions.
	2008-2010

	V&V of Autonomy
	Missions with significant light-time delay compared to needed response time, and missions needing reduced cost for ground support. 
	2012-2016

	Fault Tolerance
	Missions with critical phases where complete computing system reboot is not a good option. Missions where traditional methods of hardware redundancy and radiation tolerance are too expensive in power and weight.
	2012-2015

	Model-based Software Development
	Flight software systems that are complex or span many revisions and updates.
	2010-2014

	Predictive Models
	Accurate trades of software options early in mission development. Robust and timely integration of new software technologies into missions. 
	2009-2014


2.8.4.  Metrics and major requirements

Major requirements for Robust Software are listed above in Table 1 and in section 2.

Major metrics for Robust Software technologies are listed  below:

• Residual defects per KSLOC (thousand source line of code )for flight software.

• Measurable assurance – percent software error classes excluded.

• Development costs – SLOC/person/day.

• Recertification cost per KSLOC of code.

• Maintenance cost – KSLOC maintained per person.

2.8.5.  Current state of the art/practice

Mission failures due to software and software/system failures include Mars Climate Orbiter, Mars Polar Lander, Arianne 501, and Delta/Titan launches in late 1990s. In manned space there have luckily not been any software faults that have caused loss of life, but there have been sixteen critical 1 errors that have been found post-deployment on shuttle despite the best software process practices.

Even at present levels, verification and validation of mission software is labor-intensive and expensive, typically accounting for 60% to 80% of overall development and maintenance costs in mission-critical aerospace software. A substantial validation bottleneck is scarcity and expense of high-fidelity hardware-in-the-loop test-beds. Autonomy and adaptive system capabilities will exceed the limits of traditional aerospace software V&. Computing faults are common in unmanned missions and space station. During non-critical mission phases software faults have most often been coarsely fixed through complete system reboot. For critical mission phases, complete system reboot is not an option, and despite extensive V&V unmanned mission failures have occurred due to software faults. As software-based capabilities increase in future missions, more fine-grained  methods for software fault tolerance are needed.

Recertification for manned space is expensive. The tradespace for aerospace computing systems solutions - from radiation tolerance through software validation methods through architectures for real-time control - is currently not well understood. One consequence is that software engineering architectures, methods, and technologies are typically not considered until late in the mission lifecycle, leading to schedule, cost, and reliability problems.

2.8.6.  Demonstration and precursor mission(s)

· Demonstrations of robust software technologies on current mission software, ranging from MER to Station to Shuttle. 

· Demonstrations of robust software technologies on analogues of future missions, such as autonomous rovers for earth-based technology validation.

· Demonstrations on technology demonstrator missions (e.g., DS-1 for autonomy V&V) ;

· Demonstrations on end-of-life spacecraft (e.g., software-based radiation tolerance demonstration on Gravity Probe B);

· Participation in mission software development.

3  Process
3.1 Summary History of Roadmap Team

The full series of meetings used to generate this roadmap is shown in figure 3.
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Figure 3 – Roadmap generation process.
3.2 Summary of Meetings
The AR&C roadmap has been presented in several major forums:

· March 2005: Briefing to Solar System Exploration Strategy team

· March 11, 2005: Review by Ames Research Center management (preparation for NRC briefing)

· March 14, 2005: Review by JPL management (preparation for NRC briefing)

· March 17, 2005: Review by SMD management (preparation for NRC briefing)

· March 30, 2005: Day-long briefing to NRC review team

· Marcy 31, 2005: Briefing to ESSAC/SScAC joint meeting

· August 12, 2005: Briefing to Scott Pace and PAE team

3.3.    Capability Breakdown Structure

The following is a brief description of the top-level CBS elements:

10.1 Crew-centered and remote operations: Autonomy for command and control of both manned and unmanned science and exploration missions

10.2 Integrated Systems Health Management: design of health management systems, real-time health management, prognostics, and informed logistics.

10.3 Autonomous Vehicle Control: Autonomy for activities where timelines do not allow any ground involvement (e.g., Saturn orbital insertion, Mars EDL).

10.4 Autonomous Process Control: automation of mission-critical systems that, in terrestrial analog applications, require continuous human monitoring and intervention.

10.5 Robotics for Solar System Exploration: robotic capabilities needed for both unmanned and manned science and exploration missions on or near lunar and planetary surfaces throughout the solar system

10.6 Robotics for Lunar and Planetary Habitation: robotic capabilities used in preparing for human habitation, maintaining surface habitats, providing support for human surface operations both in-habitat and in the field, and aiding in the collection of in-situ resources for human habitation.

10.7 Robotics for In-Space Operations: robotic systems needed for assembly, inspection and maintenance, and human-robot interaction in space.  

10.8 Robust Software: Tools and techniques supporting the cost effective development, validation, and verification of computing software for all NASA missions.
3.4.    Relationship to Other Roadmaps

In-Space Transportation: AR&C developing process control for nuclear reactors.  Integrated Systems Health Monitoring (ISHM) is critical for propulsion systems.

Advanced telescopes and observatories: In-space inspection, maintenance, and connecting/assembly critical for future observatories.

Communication and Navigation: Avionics (10.9 – not completely developed in current roadmap) overlaps heavily with communication and navigation.

Robotic access to planetary surfaces: This roadmap develops much of the hardware required for surface robotics (including rovers and drills).  This directly complements the software technology developed in this roadmap.

Human planetary landing systems: Autonomy for EDL is enabling for landing systems.

Human exploration systems and mobility: Human exploration systems require close collaboration with robotics.  Also, autonomous operations are required for crew-centered operations.

In-situ resource utilization: This roadmap (AR&C) develops process control for ISRU.

Advanced modeling and simulation: Advanced modeling and simulation is required for validation and verification of autonomous systems.

System-Engineering, Cost/Risk analysis: This roadmap develops capabilities to estimate the costs and risks of software development.
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4.  Summary and Recommendations
Autonomous Systems, Robotics, and Computing Systems is heavily cross-cutting.   Most capabilities are relevant to multiple missions and mission classes.   Some capabilities, such as Integrated Vehicle Health Management, Software Validation and Verification, and Autonomy for Operations, are relevant to virtually all NASA missions.  The presence or absence of other “breakthrough” AR&C capabilities, such as autonomy for crew-centered operations, autonomous drilling, aerobots, and robotics for in-space maintenance and assembly, will have broad impacts on multiple strategic roadmaps.   If research and development of cross-cutting technologies is funded at the mission, theme, or even division level, the work will be under-funded, since each entity will assume that others are covering the cross-cutting needs, and/or it will be ad hoc and technical progress will fail to translate to other NASA missions.
Recommendation 1: NASA should establish and maintain investments in the cross-cutting aspects of Autonomous Systems, Robotics, and Computing Systems at the agency level.

One aspect of AR&C that is important to understand is the degree to which the challenges in this area are, or are not, shared by private industry or other government agencies.  It is true that DoD, DoE and various areas of private industry are making investments in robotics and computing.  However, there are unique aspects of NASA’s requirements that create pacing challenges in AR&C.    Generally speaking, these NASA’s pacing challenges trace to three sources:

1. Extremely high dependably requirements for one-of-a-kind systems.  DoD and private industry build new systems.  However, they generally build tens to thousands of copies of their systems and single failures are not a disaster.  For NASA, however, it was critical, for example, that the first Mars rover worked and worked correctly.   Since in modern systems hardware failures are generally addressed by fault recovery procedures written in software, these reliability requirements fall particularly hard on software in general and autonomy software in particular.

2. Surface exploration.  NASA missions are increasingly moving from orbital surveys to in-situ science.  The orbital environment is harsh but generally predictable.  The surface environment, however, features rocks, cliffs, sand, wind, clouds, ice, tar, and other unknown hazards.  NASA craft must be prepared to fend for themselves for at least the communication latency to earth (which is from 20 minutes to hours).   This is challenging for rovers and much more of a challenging for aerobots, cryobots, drills, etc.

3. Challenging manipulation tasks.  NASA missions will increasingly involve drilling, in-situ science, life science experiments, ISRU, habitat construction, in-space maintenance and assembly, and other challenging manipulation tasks.  As for surface exploration, many of these tasks will involve systems that are dynamic on time scales less than the communication latencies to earth.  These requirements create NASA pacing challenges in both autonomy and robotics.

Recommendation 2: NASA should focus its AR&C investments on technologies that enable robust highly reliable computing systems, and robotic and autonomous systems for surface exploration and challenging manipulation tasks.  In addition, NASA should work more closely with DoD, and other relevant agencies, to create collaborative programs in other areas of information technology that leverage shared interests.
Finally, a word about strategic needs in AR&C. Generally speaking AR&C does not require large and expensive infrastructure.  However, it is critical that NASA develop and maintain a community of researchers and developers, in private labs, Universities, and NASA centers, who have a long term commitment to understand and address NASA’s AR&C challenges.  It can take a decade for experts in industry and/or academics to come to understand the unique challenges of NASA missions.  This in turn requires that NASA create and maintain a stable and dependable set of funding streams to sustain this community.  Major temporal gaps in NASA’s support in these areas have serious long term impacts since research communities disband and talented personnel migrate to other research areas less relevant to NASA’s challenges.  Unfortunately, NASA’s funding priorities over the last several years have been relatively chaotic and this has impacted the research community.
Recommendation 3: NASA should create and maintain a modest but stable funding stream supporting research in enabling AR&C technologies.  Due to the cross-cutting nature of AR&C this would best be done at the agency level.
































































































































































Software development is a significant cost driver
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� One of the principle comments the AR&C team received from our NRC review panel was that enough NASA missions fail due to cost and risk constraints that we should consider these “enhancing” capabilities to be as important for NASA as the enabling capabilities provided by AR&C.





_1182347622.xls
Sheet1

		Autonomous Vehicle Control Detailed Portfolio Discussion

		Autonomous vehicle control capabilities are necessary to perform critical mission activities where time-sequenced or ground-in-the-loop control is impossible or impractical.  These capabilities are broken into the following subcategories.

		Sub-capabilities		CRL 7 Time-frame		Metrics/Reqs		SOA/SOP		Demo/Precursor Mission

		Process Control for Life Suppory		2012		Number of commands uplinked by ground controlers during routine operations.  Number of hours of crew time required for system monitoring, control, and fault recovery.		500,000 commands per year uplinked to Station (significant fraction related to life support).  Low TRL demosntrations of automated monitoring and control of life-support sub-systems		Demonstrations required on Station and CEV to prove technology for lunar habitat application

		Process Control for ISRU		2011		Number of commands uplinked by ground controlers during routine operations.  Number of hours of crew time required for system monitoring, control, and fault recovery.		Component technologies available at low to mid TRL.  No significant system demonstrations of autonomous process control for ISRU have been done to date.		Demonstrations required by RLEP and during lunar short stay missions.

		Process Control for Nuclear Reactors		2015		Number of commands uplinked by ground controlers during routine operations.  Number of hours of crew time required for system monitoring, control, and fault recovery.		Component technologies available at low to mid TRL.  No significant system demonstrations of autonomous process control for nuclear reactors have been done to date.		In flight demonstration required before use in crewed missions.

		Process Control for Drilling		2013 (10M) 2025 (100M)		Depth of drilling by low mass drill under autonomous control		Mid-TRL demonstrations have been done to 2-3M depths.		Demonstration required by RLEP or Mars Program

		Plug and Play Controllers		2012		Number of spacecraft systems that can be controlled by standardized reusable controllers.		Controllers are developed individually for each system		Not required

		Smart Systems		2020		Number of commands uplinked by ground controlers during routine operations.  Number of hours of crew time required for system monitoring, control, and fault recovery.		500,000 commands per year uplinked to Station.  Low to Mid TRL demosntrations of system process control have been done for some systems.		Demonstrations required on Station and CEV to prove technology for lunar habitat application





Sheet2

		





Sheet3

		






_1185992453.xls
Sheet1

		Autonomous Vehicle Control Detailed Portfolio Discussion

		Autonomous vehicle control capabilities are necessary to perform critical mission activities where time-sequenced or ground-in-the-loop control is impossible or impractical.  These capabilities are broken into the following subcategories.

		Sub-capabilities		CRL 7 Time-frame		Metrics/Reqs		SOA/SOP		Demo/Precursor Mission

		Human Automation Interaction		2009		Training days required for new user to be certified to operate automation tools.		Minimal technology for human automation interfaces.  Some low TRL work in limited areas.		Demonstrations required on Station and/or CEV to prove technology for lunar habitat application

		Crew-centered planning		2010		Number of commands issed daily by ground crew.  Size of ground crew size.		All activity planning done on the ground.  Much of the automation technology exists at mid-TRL and has been used for similar purposes on unmanned missions.		Demonstrations required on Station and/or CEV to prove technology for lunar habitat application

		Multi-modal interfaces		2010		Minutes required for ground crew to understand status of remote autonomous craft they were not previously monitoring.		Minimal technology for human automation interfaces.  Some low TRL work in limited areas.		Demonstrations required on Station and/or CEV to prove technology for lunar habitat application

		Multi-platform coordination and control		2007		Number of assets that can be coordinated with minimal human assistance.  Size of ground team required for coordinated operation of spacecraft fleets.		Limited low-TRL demonstrations on terestrial testbeds (primarily in software).		Terestrial demonstrations required

		Automated mission operations		2006		Hours per week of flight crew time required for spacecraft operation.  Percent of science decisions that can be done on board.		Autonomated support for manned missions is minimal.  Much of the automation technology exists at mid-TRL and has been used for similar purposes on unmanned missions.		Terestrial demonstrations and/or demonstration on Station or CEV
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		Autonomous Vehicle Control Detailed Portfolio Discussion

		Autonomous vehicle control capabilities are necessary to perform critical mission activities where time-sequenced or ground-in-the-loop control is impossible or impractical.  These capabilities are broken into the following subcategories.

		Sub-capabilities		Major Component Technologies		Benefits		CRL 7 Time-frame		Metrics/Reqs		SOA/SOP		Demo/Pre-cursor Mission

		Autonomous Rendezvous and Docking		Automated target acquisition and tracking; Algorithms for safe approach, proximity operations and capture/docking		Remote orbit s/c mating; Sample return; Enhanced human safety and operational efficiency		2010		Cost of critical sequence development & validation, Target trajectory error, Likelihood of successful docking		Ground demos and simulations, Tele-operated prox ops and docking, Progress/Soyuz automated docking		DART, Orbital Express, XSS-11, MTO demo, Lunar robotic sample return

		Autonomous Orbital Insertion, Maintenance and Modification		Automated body-relative navigation and maneuver planning; Algorithms for autonomous aerobraking and aerocapture		Robust s/c delivery and maintenance into remote orbits; Enhanced operations and reduced operations costs		2015		Cost of critical sequence development & validation, Achieved orbit error, Ops costs		Onboard GNC based on delta-energy, Statechart-based fault protection, Human-controlled lunar orbit insertion, Ground-directed aerobraking		LISA, JIMO orbit maintenance

		Autonomous Entry, Descent and Landing		Robust sequences for precision/pinpoint landing (3 sigma < 100m); Algorithms for hazard avoidance		Safe/robust transport of humans, robotic vehicles and cargo to remote planetary surfaces; Safer return of humans back to Earth		2010		Cost of critical sequence development & validation, Landing accuracy, Likelihood of hazard-free touchdown		Ground-based nav, Unguided parachute descent, Image-based onboard velocity estimation, Event-driven sequencing, 80kmx25km precision		MSL EDL precision landing, Lunar and Mars robotic landers, CEV

		Autonomous Launch Systems		Automated launch preparation, initiation and abort; Attitude control in remote planetary atmosphere		Safe return of humans and samples back to Earth		2010		Cost of critical sequence development & validation, Launch trajectory error		Significant ground-in-loop prep and process control, Fire-and-forget missile guidance		Lunar robotic sample return, Venus and Mercury sample returns, Early crewed lunar missions

		Autonomous Control of Unmanned Air Vehicles		Robust reconfigurable flight controls; Onboard mission planning and coordination of multiple UAVs		Control of agile vehicles with aerodynamics and highly dynamic flight paths; Control of aerobot vehicles in extreme environments		2015		Time to react to events and faults, Ops costs		Remotely piloted, Auto-pilot for nominal flight paths, Ground-based coordination of multiple UAVs, Adaptive/morphing wing control		HALE Remotely Operated Aircraft, Mars airplane, Planetary aerobots
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